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Abstract
The topic of this thesis is cofinitary groups, which are special subgroups of
the infinite permutation groups Sκ where κ is some cardinal. In particular we
will take a look at some results established using classical methods of group
theory before diving into a set theoretic treatment and using forcing to show the
existence of cofinitary groups with certain interesting properties. Furthermore
we will adapt an elegant new proof about related objects to a problem concerning
cofinitary groups.

Abriss
Das Thema dieser Arbeit sind kofinitäre Gruppen, eine spezielle Klasse an
Untegruppen der unendlichen Permutationsgruppen. Im Besonderen gehen wir
dabei zuerst auf klassische Resultate, welche mit herkömmlichen Beweistechniken
arbeiten, ein, bevor wir die Objekte aus dem Blickwinkel der Mengenlehre
betrachten wobei wir Forcing verwenden um die Existenz von kofinitären Gruppen
mit speziellen Eigenschaften zu beweisen. Schlussendlich adaptieren wir einen
eleganten Beweis eines verwandten Objekts auf ein Theorem über kofinitäre
Gruppen.
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1 Introduction

One of the central objects studied in algebra are the permutation groups, with
broad reaching results such as Cayley’s theorem which asserts that all finite
groups embed into a subgroup of some finite permutation group. Similar results
exist for infinite permutation groups, as we will see in Chapter 5. These types of
groups also play a large role in model theory as automorphisms of structures are
defined by permutations of the universe.

The theory of infinite permutation groups is a vast topic and an interested
reader might want to consult [5] to gain some insight into the general theory
and problems that exist in the field.

We will be examining a special class of subgroups of these infinite permutation
groups which have found a “new home” in set theory, as they closely relate to an
object of interest in that field, maximal almost disjoint families. The particular
subgroups of Sω we are interested in are called cofinitary groups.

Definition 1.1 (Almost Disjointness). Two sets A, B are called almost disjoint
if |A ∩B| < ω, i.e. they have finite intersection.

Let A be a set of infinite subsets of the natural numbers, then we call A an
almost disjoint family if all sets A,B ∈ A are pairwise almost disjoint.

If, additionally, for any infinite set C ⊂ ω we have

C ∈ A or ∃D ∈ A : |C ∩D| = ω,

then we call A a maximal almost disjoint (mad) family. Furthermore the minimal
size of a mad family of subsets of the natural numbers is denoted by a.

Analogously we can apply this concept to bijective functions of the natural
numbers.

Definition 1.2 (Cofinitary Permutation). A permutation σ ∈ Sω is called
cofinitary if it has only finitely many fixed points. As a convention we define the
identity permutation to be cofinitary as well.

Finally we may define the central object of interest of this text.

Definition 1.3 (Cofinitary Group). A subgroup G ≤ Sω is called a cofinitary
group if all σ ∈ G are cofinitary.

Similarly to mad families, we may define a notion of maximality as follows.
Let G be a cofinitary group then G is maximal if for any σ ∈ Sω we have

σ ∈ G or 〈G, σ〉 is not cofinitary.

We can also define cofinitary groups in terms of almost disjointness:

1



Definition 1.4 (Cofinitary Group 2). Two functions are said to be almost
disjoint if they are almost disjoint as sets.

A subset G ⊂ Sω is said to be almost disjoint, if all f, g ∈ G are pairwise
almost disjoint. Furthermore, if the almost disjoint family G is a subgroup of
Sω, we call it a cofinitary group.

To convince ourselves that these definitions are equivalent, we note that any
element with an infinite amount of fixed points would not be almost disjoint
with the identity element.

From a set theoreticians point of view we note that this definition naturally
generalizes for uncountable cardinal numbers κ, for groups with less than κ-many
fixed points. A treatment of maximal cofinitary groups in higher cardinalities
can be found in [7].

To aid intuition, let us consider a simple example of a cofinitary group before
moving on.

Example 1.5. (i). The group 〈f〉, where f ∈ Sym(N) is given by

f(x) :=


x+ 2 if x is even,

0 if x = 1,

x− 2 otherwise,

is a countable cofinitary group and 〈f〉 ∼= (Z,+).

(ii). The element g ∈ Sym(N) defined as g = (123)(45)(67)(89) . . . can not be
an element of a cofinitary group, as g ◦ g 6= Id has infinitely many fixed
points, even though g itself is cofinitary.

This example illustrates the main difficulty of constructing these groups,
which is the fact that we have to guarantee that all non-trivial words of elements
will only have finitely many fixed points.

This is conceptually similar to the well known word problem, which is a hard
problem and remains unsolved for a lot of groups. The word problem is the
problem of determining whether a given word made up of group elements is
equivalent to the identity element. In our case we have to be able to determine
whether any given word is almost equivalent to the identity permutation.

2





2 Preliminaries

We will now establish some of the notation and conventions that we will use for
the remainder of this thesis. Alongside these fundamental definitions we will
state some fundamental theorems.

For indices we generally use lowercase Latin characters when indexing over the
natural numbers and lowercase Greek characters when indexing in the transfinite
case.

2.1 Model Theory

We will be using model theoretic concepts all throughout this thesis as there
seems to be a strong connection between the theory of permutation groups and
model theory. Forcing also relies on some model theoretic considerations for
some of the most central theorems of the technique.

All our structures will be in some language L which is a triple (C,F,R)
where C is a set of constant symbols, F is a set of function symbols and R is
a set of relation symbols. A set M along with interpretations of the symbols
in L is called a structure. We say a set T of L-sentences is a theory and we
call it consistent if we can not derive a contradiction from the sentences in T .
An example of a theory would be PA, the axioms of Peano arithmetic. We
call a structureM a model of T if all sentences of T hold inM. Note that a
model only exists if the theory is consistent, as models need to be free of logical
contradictions.

One theorem that we will be using a lot throughout this thesis, even though
those uses often are implicit will be the theorem of Löwenheim-Skolem.

Theorem 2.1. Let B be an L-structure and let B be its universe. Let S ⊆ B

and let κ be an infinite cardinal.

(i). If max(|S|, |L|) ≤ κ ≤ |B| then B has an elementary substructure of size
κ containing S.

(ii). If ω ≤ max(|B|, |L| ≤ κ then there exists an elementary extension of B of
cardinality κ.

Another concept that will appear is that of types.

Definition 2.2. Let A be an L-structure and let B ⊆ A. A set p(x) of L-
formulas is called a type over B if it is maximally finitely satisfiable in A. This
means that for any finite subset of q(x) ⊆ p(x) there is some element a ∈ A such
that a satisfies all formulas in q(x).

4



We say a type p(x) is realized in A if there is an element a ∈ A such that a
satisfies all the formulas in p(x). If this is not the case we say that the structure
A omits the type.

We say a structureM is ω-homogeneous if any isomorphism of finite sub-
structures can be extended to an automorphism ofM.

Finally we require one last theorem that will be used for constructions later
in the thesis.

Definition 2.3. For a language L the skeleton K of an L-structureM is the
class of all finitely-generated L-structures which are isomorphic to a substructure
of M. We say the structure M is K-saturated if its skeleton is K and for all
A,B ∈ K and all embeddings f : A →M and g : A → B there is an embedding
h : B →M with f = h ◦ g.

One important property of K-saturated structures is that they are isomorphic.

Theorem 2.4. Let L be a countable language and let K be a countable class of
finitely-generated L-structures. There is a countable K-saturated L-structureM
if and only if

(i). K is downward closed, i.e. if A ∈ K, then all elements of the skeleton of
A belong to K.

(ii). Let A,B ∈ K. Then there is some D ∈ K and embeddings of A and B into
D.

(iii). Let B, C ∈ K such that they have a common substructure A that embeds
into B and C via e1 and e2 respectively. Then there is some D ∈ K and
embeddings f : B → D and g : C → D, such that f ◦ e1 = g ◦ e2.

We call thisM the Fraïssé limit of K.

The third property of the above theorem is called the “amalgamation property”
and one might replace it with the so-called “strong amalgamation property”,
which stipulates that

im(f(B)) ∩ im(g(C)) = im(f(e1(A))) (= im(g(e2(A)))).

For a more thorough introduction to model theory as well as the proofs to
the theorems mentioned above we would recommend either [24] or [19].

2.2 Set Theory

All of the set theoretic proofs in this thesis will be using the axioms of ZFC
(Zermelo-Fränkel-Choice) with additional axioms specified as necessary. Our set

5



theoretic language will be that of (∅, ∅, {∈}) with the usual interpretation. All
other symbols (subsets, intersections, ...) are definable in terms of this language
and we merely see them as a form of “syntactic sugar” to make proofs readable
to the working mathematician.

In general we follow the notational conventions given in [17] which is also
one of the main references used for set theoretic questions. Another frequently
recommended textbook about set theory is [11].

One important idea is that we can always treat maps f : A→ B as a special
subset of A× B in which elements of A may only appear in at most one pair.
If the function is only partially defined on A we will often write f : A ⇀ B.
dom(f) and ran(f) are the domain and range of the map f respectively.

When discussing cardinalities, as a convention we will use ω in place of ℵ0

and c instead of 2ω or 2ℵ0 to denote the size of the continuum. Should other
cardinal numbers appear, then we will either define their meaning explicitly or
stick to standard ℵα notation indexed via ordinal numbers.

Let X be a set and let κ be a cardinal number. Some commonly used
shorthand notation throughout the thesis will be P(X) to denote the power set
operation, Xκ to denote sequences of length κ formed with elements of X and
[X]κ as the set of all κ sized subsets of X. If |X| < κ we take this set to be
empty. Furthermore we define

[X]<κ :=
⋃
α<κ

[X]α,

the set of all less than κ sized subsets of X.
Most proofs from the fourth chapter onwards will be utilizing forcing as a

proof technique. Forcing is a powerful machinery used to construct models of
ZFC in which we can guarantee the existence of certain sets. Any reader that is
not familiar with forcing is urged to familiarize themselves with the concept in
order to be able to follow the logic of the proofs. The standard texts for this
are once again [17] and [11]. Another recommended introductory text that is
somewhat less technical is [21].

Finally we will state one theorem that will be used frequently in later sections.

Theorem 2.5 (δ-System Lemma). Let κ be any infinite cardinal and let λ > κ

be a regular cardinal such that

∀α < λ(|α<κ| < λ).

Then for any family of sets A with |A ≥ λ and ∀x ∈ A(|x| < κ) there is B ⊆ A
such that |B| = λ and there exists a fixed set r, called the root, such that for any
a, b ∈ B we have a ∩ b = r.
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A proof of this theorem can be found in [17].

2.3 Group Theory

As we will sometimes (implicitly) treat the groups we work with as a model
theoretic structure we need a language of groups. The one we will be using is

LG = ({1}, {·,−1}, ∅),

where the usual interpretations are used. The theory of groups includes the
usual axioms of neutral and inverse elements and associativity.

Most groups we will be working with in the coming sections will be of infinite
cardinality, thus we can’t rely on a lot of classical results to aid us in classification,
as they mostly apply to finite groups.

First let us remind ourselves of a central definition that will appear a lot all
throughout the text.

Definition 2.6 (Group action). Let G be a group and let S be a set. A group
action is a function µ : G× S → S such that the following conditions hold:

(i). µ(g, µ(h, s)) = µ(gh, s) for all g, h ∈ G, s ∈ S;

(ii). µ(1, s) = s for all s ∈ S.

We will not be distinguishing left and right group actions as these definitions
are essentially the same for our purpose.

We can define an equivalence relation ∼ for any group action, in the following
way

s ∼ t ⇐⇒ ∃g ∈ G g(s) = t,

where s, t ∈ S. The equivalence classes of this relationship are called the orbits
of the action µ. If there is only one equivalence class we call the action transitive.

Further, let us recall that the stabilizer of a point s ∈ S is defined as
Gs := {g ∈ G | g(s) = s}, i.e. the set of permutations that fix the point s. We
note that Gs is a subgroup of G.

Definition 2.7 (Free group). Let A be a set of symbols. We define the free
group on A to be the group with the presenation

F (A) := 〈A | ∅〉.

The elements of this group are reduced words made up of letters from the
alphabet A. In the case of free groups we call the cardinality of the base set the
rank of the group. Any free group has the universal property that a function
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f : A → G from the base set into some group G extends uniquely to a group
homomorphism F : F (A)→ G.

If we let G and H be groups, then we call G ∗H the free product of groups
which is defined as

G ∗H := 〈G ∪H | RG ∪RH〉,

where RG denotes the set of relations of G.
If we now assume we have an action µ of some group G and we let w :=

g1g2 . . . gl be a word in the group, then we can evaluate the action of µ(w, x)
step by step due to the associativity of the group action. Our convention will be
that the evaluation of µ(w, x), also written as w(x) when no confusion about
the action can arise, will be done from left to right, i.e. the first element we
evaluate will be x1 := µ(g1, x), then µ(g2, x1) and so on.
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3 The Algebraic Perspective

Before focusing on the class of maximal cofinitary permutation groups, which
requires a lot of set theoretic machinery, we will take an excursion into the
classical treatment of these groups.

The study of cofinitary groups arose naturally after research was conducted
by Wielandt [27], and subsequently Neumann [20], on the structure of finitary
groups, permutation groups on infinite sets whose elements all have finite support.
As opposed to the cofinitary groups, maximality of this class of groups is trivial,
as the group that contains all permutations with infinitely many fixed points is
also finitary, since |supp(f ◦ g)| ≤ |supp(f)|+ |supp(g)|.

Considering some of the results presented later, there seems to be little hope
of finding a theorem for classifying them in full generality.

3.1 Permutation Groups

In this section we will review a few of the definitions from the theory of permu-
tation groups which we will use a lot throughout the rest of the chapter. For a
more in depth treatment of the theory of permutation groups, see [5] or [6].

Let G be a permutation group defined on a set S, then we call the cardinality
of S the degree of G. The action of G on S that we obtain by applying a
permutation g as a bijective function to the point s is called the natural action
of G.

In the theory of permutation groups, there are a number of group actions with
special properties that can provide us additional means to aid in classification.

We call a group G semiregular, if no permutation other than the identity
has a fixed point or equivalently, the stabilizer Gs is trivial for all s ∈ S. If the
group G also acts transitively, we call the group regular.

If G is a permutation group with a regular normal subgroup N E G, then
we can identify the set S with N by fixing s ∈ S and then using the bijection

f : N −→ S

n 7−→ t := n(s)

Additionally we note that the above map also induces an isomorphism between
the action of Gs on S and the action of Gs on N via conjugation. First note
that the action of Gs on N is closed, so we always stay inside N . Now let n ∈ N
such that t = n(s), then

(g−1n1g)(s) = g−1(t)
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and we see that by regularity of N we get a uniquely determined element n1 for
each n, the one mapping s to g−1(t).

We know that N ∩Gs will always be trivial, so if we take G1 and note that
G = NG1 (if g(1) = k, then n ∈ N such that n(1) = k gives us n−1g ∈ G1,
which yields a unique solution to the equation g = nx for x ∈ G1), then we see
that G is the semidirect product of N and G1.

Let k ∈ ω, we say that G is k-transitive on S if G acts transitively on Sk, the
space of k-tuples under the componentwise action. If G is k-transitive and for
every pair of tuples (a, b) there is a unique g ∈ G such that g maps a to b then
we say G is sharply k-transitive. As an example, the finite symmetric group Sn
is both sharply n and n− 1 transitive.

It is a theorem that for k ≥ 4 the only sharply k-transitive groups are either
the symmetric groups Sk or Sk+1, the alternating group Ak+2 and the Mathieu
groups M11 for k = 4 and M12 for k = 5. Thus all the sharply k-transitive
cofinitary groups are either isomorphic to these or have k < 4. Those interested
in a proof of this theorem should consult [25] or [28].

Let G be a group acting on a set S and let ∼ be an equivalence relation
defined on S × S. We say ∼ is G-invariant if for all s, t ∈ S and all g ∈ G we
have

s ∼ t ⇐⇒ g(s) ∼ g(t).

Any action admits two trivial G-invariant equivalence relations, equality, i.e.
s ∼ t ⇐⇒ s = t, and the universal relation where s ∼ t for all s, t ∈ S.

A group G acting on S is said to be primitive if these are the only possible
equivalence relations on S which are G-invariant.

Lastly, we need one more definition that will allow us to more precisely
characterize the groups we work with.

Definition 3.1. For a permutation group G we call the set

typ(G) := {n ∈ ω | ∃σ ∈ G \ {id} : |fix(σ)| = n}

the type of G. If max(typ(G)) exists, then we say that the type of G is bounded.

Note that any semiregular group will always be of type 0. Note that this
specific type is not the concept introduced before, but it could be defined as a
model theoretic type in a language of group theory that allows for group actions.

Lemma 3.2. Let G ≤ Sω, then there exists a relational structure M on the
universe ω such that

(i). G ≤ Aut(M),

(ii). G and Aut(M) have the same orbits in ωn for all n ∈ ω.
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Proof. For each n ∈ ω let us decompose ωn into orbits under the action of G, in
total there are countably many, so let us fix an enumeration as O1, O2, . . . Now
associate a relation symbol Ri to each orbit Oi such that for a tuple x

Ri(x) ⇐⇒ x ∈ ωn and x ∈ Oi.

The Lemma directly follows from the construction of the structure M :=
(∅, ∅, (Ri)i∈ω).

Remark 1. This relational structure is called the “canonical relational structure”.
Note that there may be many more non-isomorphic structures for which G ≤
Aut(M) holds.

3.2 Residually Finite Groups

One class of groups that often appear when studying cofinitary permutation
groups are the residually finite groups, also known as the “finitely appproximable”
groups.

Definition 3.3 (Residually Finite Group). A group G is said to be residually
finite if for each g ∈ G \ {1} there is a homomorphism φ : G → H to a finite
group H with φ(g) 6= 1.

We note that any finite group is trivially residually finite via the identity
homomorphism. Some other examples are the finitely generated nilpotent groups
or finitely generated linear groups (which is a famous result by Mal’cev [18]) ,
along with the free groups, which we want to quickly examine in more detail.

Proposition 3.4. Let G be a free group of finite rank n, then G is residually
finite.

Proof. Let x1, . . . , xn be the generators of G and let w be a reduced word in G.
Write w = xe1

i1
xe2
i2
. . . xemim where each xik is a generator and ej = ±1. We will

construct a homomorphism φ : G→ Sm+1 as follows. If ej = 1 we let φ(xij ) be
such that it maps k 7→ k + 1 and if ej = −1 then it maps k + 1 7→ k. Thus we
get that φ(w)(1) = n.

3.3 Cofinitary Groups

As a unified structural theory for general cofinitary groups currently seems
outside of our grasp, we will consider subclasses of cofinitary groups that share
some common structure. Often the structure we consider is that of the orbits
of the natural action. Those cofinitary groups where all orbits are finite are
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particularly nice to work with and have some unifying features. But before all
of that, we present some elementary facts.

Proposition 3.5. Let G be a cofinitary group.

(i). Any subgroup H ≤ G is cofinitary.

(ii). If G is cofinitary and its action on S has an infinite orbit O, then it must
act faithfully on O.

(iii). If G acts cofinitarily on S1 and S2 then it also acts cofinitarily on S1 ∪ S2

and S1 × S2.

Now let us begin showing some non-trivial results on cofinitary groups.

Proposition 3.6. Let G be a group. The following conditions are equivalent.

(i). G is isomorphic to a permutation group of countable degree with finite
orbits.

(ii). G is isomorphic to a cofinitary permutation group of countable degree with
all orbits finite.

(iii). G has a countable family of subgroups of finite index with trivial intersec-
tion.

(iv). G is a product of countably many finite groups.

Proof. To see that (i) implies (ii), we begin by enumerating the orbits of G
as O1, O2, . . . . Now define ∆1 := O1 and inductively let ∆i be a G-orbit in
∆i−1×Oi. Next, let ∆′i be the regular representation of the transitive constituent
G∆i (the transitive permutation group on ∆i induced by G), which is always
finite. Note that for any non-trivial element g ∈ G there exists an i ∈ ω such
that g acts non-trivially on Oi. This tells us that it also acts fixed point freely
on ∆′j for all j ≥ i, thus assuring every permutation in G is cofinitary on

⋃
i ∆′i.

Assume G is a cofinitary permutation group with all orbits finite, then we can
express it as a subgroup of the Cartesian product of its transitive constituents. Let
G1, G2, . . . be an enumeration of these constituents and define homomorphisms
πi : G → Gi as the natural projections on the ith coordinate of the cartesian
product. Let Hi := ker(φi) then Hi ≤ G and [G : Hi] = |Gi| < ω. The family
(Hi)i∈ω now satisfies (iii).

To see (iii) implies (iv), we first recall that any subgroup of finite index
contains a normal subgroup of finite index, by the property of the given family,
we know that for every non-trivial element x of G there is Nx ≤ G with x /∈ Nx
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such that for the quotient map φNx : G→ G/Nx we get x /∈ ker(φN ). We then
see that we can embed G into

K :=
∏

x∈G\{id}

G/Nx,

via the injective group homomorphism

φ : G −→ K

x 7−→ (φNx1
(x), φNx2

(x), . . . )

The product K is isomorphic to a countable product of groups, as we need
only countably many finite groups that we obtain from taking quotients.

Finally, to see that (iv) implies (i), recall that every finite group is isomorphic
to a subgroup of a finite permutation group. Let (Gi)i∈N be the countable
family of finite groups and let (mi)i∈N be the size of the symmetric group
Smi such that there exists Hi ≤ Smi such that Gi ∼= H. Then we can define
G =

∏
Gi ∼=

∏
Hi ≤

∏
Smi .

Comparing (iii) to the definition of residually finite groups immediately yields
the following corollary.

Corollary 3.7. Any countable residually finite group is isomorphic to a cofinitary
group with finite orbits.

Analyzing this particular class of groups, we come to see that it is closed
under countable direct products, which is a trivial consequence of (iv) in the
above proposition.

Using this fact we get another corollary.

Corollary 3.8. The free group Fc of rank 2ω is isomorphic to a cofinitary group.

Proof. First, let us recall that the set 2ω consists of infinite sequences of 1s and
0s. Let us define a homomorphism φ : Fc → Fω2 where Fω2 is a countable direct
product of free groups on two generators. We note that this infinite product has
uncountably many elements.

Let w = re1
1 . . . renn be a word in Fc and consider each ri as an infinite sequence

of 1s and 0s where ri(k) denotes the kth element of the sequence. Then we define

φ(w) := (r1(1)e1r2(1)e2 . . . rn(1)en , r1(2)e1r2(2)e2 . . . rn(2)en , . . . ),

which gives us an embedding of the set of words in Fc into Fω2 . We also
immediately see that this map is a isomorphism, telling us that Fc is in fact

14



cofinitary.

Finally, using this next lemma, we are able to fully classify the cofinitary
permutation groups which admit only finite orbits.

Lemma 3.9. Let G be a cofinitary group which has infinitely many finite orbits
of size n, then |G| = n.

Proof. We will show this by contradiction.
We begin by fixing n! + 1 distinct elements in G, say g1, . . . , gn!+1, then we

know that there are n! possible permutations they can induce on an orbit of size
n. By the pigeonhole principle, there must be at least one permutation induced
on infinitely many orbits by g1.

Now, consider only those orbits and see that g2 must induce one permutation
of the n elements of these orbits infinitely often. Continuing iteratively, we obtain
an infinite set of orbits on which each element gk induces the same permutation
of elements.

As there can be only n! many of those, at least two elements gi and gj must
induce the same permutation on those orbits, thus gig−1

j would have infinitely
many fixed points, a contradiction.

To see that |G| = n we note that the elements of G need to act regularly on
all but finitely many of these orbits. This allows us to conclude that |G| = n as
elements are uniquely determined by the regular action on these orbits.

Using this result we can classify the cofinitary groups with all orbits finite by
the following Corollary.

Corollary 3.10. Let G be a cofinitary group with all orbits finite, then it is
either of countable degree or finite.

As the last part of this section we will be looking at some of the results
concerning the normal subgroups of cofinitary groups. In classical group theory
gaining an understanding of the normal subgroups of a group makes it easier to
understand possible homomorphisms into other groups as well as the quotient
groups. In infinite group theory this becomes rather difficult as indicated by the
often large automorphism groups occurring in the study of infinite groups.

The Schreier-Ulam theorem [23] indicates that no cofinitary group can be a
normal subgroup of Sω, as the only two nontrivial subgroups of this group are⋃
n∈ω Sn and

⋃
n∈ω An.

Note once again that the result depends on the existence of finite orbits,
which seem to aid greatly in obtaining elementary results.

This next result is once again presented in [4].
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Proposition 3.11. Let G be an infinite, transitive cofinitary group and let
N E G be a normal subgroup. If N has a finite orbit, then it is semiregular and
G/N acts as a cofinitary group on the set of orbits of N .

Proof. Assume N has two orbits of different size O1 and O2 and let wlog
|O1| < |O2|, then by transitivity of G there exists an element g ∈ G and elements
y ∈ O1 and x1 ∈ O2 such that g(y) = x1. As |O1| < |O2| there must be an
x2 ∈ O2 such that g(x2) /∈ O1. Finally, as N is transitive on its orbits there
exists an f ∈ N such that f(x1) = x2. This gives us

N 3 (g−1fg)(y) = g−1(f(g(y))) = g−1(x2) /∈ O1.

Together with Lemma 3.9 this tells us that N is finite and acts regularly on
all but finitely many orbits. By a similar argument as above we get that N must
be a semiregular group. Now let K be the kernel of the action of G on the orbit
set O of N . Then N ≤ K. As K is semiregular |K| ≤ |N |, thus N = K. thus
G/N acts faithfully on O.

It remains to show that G/N acts cofinitarily. Indeed, let g ∈ G fix infinitely
many orbits in O. By the pigeonhole principle there must be one permutation
of the set 1, . . . , n that occurs infinitely often. N must also act the same way
on infinitely many of these orbits, so there is an h ∈ N such that gh−1 fixes an
element in all of these orbits, which tells us that gh−1 = id, so g ∈ N .

Using this result and the fact that a cofinitary group always acts faithfully on
infinite orbits, allows us to classify the actions of normal subgroups as follows:

Corollary 3.12. Let G be as above and let N E G, then N acts faithfully on
each orbit.

Assuming primitivity of our cofinitary group will yield another structural
result, for which we need the next definition.

Definition 3.13 (Frobenius Group). A group G is said to be a Frobenius group
if it is transitive and of type {0, 1}.

Proposition 3.14. Suppose G is an infinite, primitive, transitive cofinitary
group and let N E G be a non-trivial abelian normal subgroup of G. Then one
of the two following cases holds:

(i). G is a Frobenius group,

(ii). N is an elementary abelian p-group and G is a semidirect product of N
with an irreducible cofinitary linear group of infinite dimension over Fp.
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Remark 2. This result draws an explicit connection to the notion of cofinitary
linear groups, which are subgroups of GL(V ) (where V is some vector space)
such that every element has finite dimensional fixed point space.

Proof. A normal subgroup induces an equivalence relation through its orbits, so
we know that if G is primitive and transitive, N must also be primitive. As any
cofinitary group acts faithfully on infinite orbits, we get that N must be regular.

This allows us to identify N with the set of elements permuted by N so that
N acts by right multiplication and G1 acts by conjugation on this set. Since G
is primitive, N has no non-trivial proper G1-invariant subgroup.

Suppose now that G is not a Frobenius group, then there is some g ∈ G1

with non-trivial centraliser in N .
AssumeN has an element of finite order, and let p be a prime dividing |CN (g)|,

then the elements of order dividing p in N form a characteristic subgroup, which
must be all of N , and thus an elementary abelian p-group of infinite dimension.

Otherwise N is torsion-free and so there is a non-trivial element n ∈ N such
that for a non-trivial h ∈ H these elements commute, which would mean that h
also commutes with all powers of n, contradicting cofinitarity.

We know that G ≤ Sω is a subgroup of GL(V ), the infinite linear group over
any vector space V and thus trivially a subgroup of AGL(V ), the affine linear
group. These groups decompose as G = V oG0 where V is the additive group
of the vector space and G0 is a linear group on V . In the case of G primitive G0

must be irreducible on V .

Note that the given proof differs from the one given in [4] which as pointed
out to me in personal communication contained a minor flaw. Peter Cameron
further stated that the result still holds when we do not ask for G to be cofinitary,
with the minor alteration that both N and H will be defined as linear over the
rational numbers.

3.4 Topology of Cofinitary Groups

In this section we will examine how we can turn a cofinitary group into a
topological group. The general notion is based on the definition given in [3].
There are still a number of open questions regarding the topological aspect of
cofinitary groups, especially the question if any cofinitary groups are closed.

Before we get into this, let us recall the basic definition.

Definition 3.15 (Topological group). Let G be a group, we say that G is a
topological group if G is a topological space and both the group law · : G×G→ G

and taking inverses −1 : G→ G are continuous functions under the topology on
G.
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For a symmetric group of countable degree acting on the set S and any of
its subgroups, we can define a natural topology via pointwise convergence. To
do this we fix an enumeration of the set S, which for simplicity’s sake we can
simply identify S with ω. We then say a sequence of permutations fn converges
to a limit f if for all i ∈ ω there is an N ∈ omega such that fn(i) = f(i) for all
n > N .

To see that under this notion of convergence we have a topological group,
let limn→ω gn = g and limn→ω fn = f , then both limn→ω f

−1
n = f−1 and

limn→ω fngn = fg. As this is very easy to show we will not give an explicit
proof and leave it as an exercise to the reader.

In fact we can define a metric on the symmetric group that will induce this
topology of pointwise convergence. For any c ∈ (0, 1) we can then define the
metric

dc(g, h) :=

0 if g = h,

c−i if g(n) = h(n) for n < i but g(i) 6= h(i).

This metric is a very intuitive notion, as it measures the length of the initial
segment that two functions (interpreted as sequences) agree on. Note that this
topology is not complete. We can let gn := (012 . . . n− 1), which is Cauchy in
Sω, but the limit of gn is not in Sω as 0 is not in the domain of limn→ω gn.

We can modify the metric to be

d′(g, h) := max(dc(g, h), dc(g−1, h−1)),

which defines the same topology but is complete.

Proposition 3.16. Let G ≤ Sω then G is closed if and only if G = Aut(M) for
some first order structure M on ω.

Proof. Let gn → g be a sequence in G and suppose G is closed. Let M be
the canonical relational structure of G. Suppose g̃ ∈ Aut(M) and let ā be
a tuple of elements of ω. There is some g′ ∈ G such that g′(ā) = g̃(ā) by
Lemma 3.2. Iteratively construct a sequence gn by choosing gn = g′ for the
tuple ā = (0, . . . , n− 1), this sequence converges to g̃ and since G is closed we
know that g̃ ∈ G.

For the other implication we can assume wlog that M is a purely relational
structure.

Now suppose G = Aut(M), and let gn → g be a sequence in G. Let a ∈M
then there exists n ∈ ω such that gn(a) = g(a). Let ā now be a tuple in M

satisfying a relation R. Note that as gn is an automorphism we know that there
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is some n̄ such that (gn̄(a1), . . . , gn̄(an)) = (g(a1), . . . , g(an)) =: g(ā) and thus
R(ā) implies R(g(ā)). Thus g is an automorphism of M and so G is closed.

Corollary 3.17. Let M be a countably infinite first order structure M then
either |Aut(M)| ≤ ℵ0 or |Aut(M)| = 2ℵ0 . The first case is true if and only if
the stabiliser of some tuple is the identity.

Proof. Let us assume there is some tuple whose stabiliser is the identity. This
implies that G must be a discrete group, and as such G must be countable.

If not, then the identity and thus every point must be a limit point, which
gives the other case.

Similar results exist that help us understand other important topological
subgroups of Sω.

Proposition 3.18. Let G ≤ Sω.

(i). G is open if and only if it contains the stabilizer of a finite tuple in Sω.

(ii). G is discrete if and only if there is a finite tuple whose stabilizer in G is
the identity.

(iii). G is compact if and only if it is closed and all orbits are finite.

(iv). G is locally compact if and only if it is closed and there is a finite tuple
such that all the orbits of its stabilizer are finite.

Proof. All but the last two statements have been shown previously. Before we
show the second to last one, let us note that the last one is a trivial consequence
of point it.

Let us assume that there exists an infinite orbit O. Let a ∈ O and define
Xb := {g ∈ G : g(a) = b}. These point stabilizers form an open cover of G. We
note that any finite subset of X := {Xb : b ∈ O} will not form a cover of G. As
Sω is Hausdorff we see that the closedness is a necessary condition as well.

Now, assume G is closed and has finitely many orbits. We enumerate the
orbits as O1, O2, . . . Towards a contradiction we may assume that there is a
cover of G that is infinite and admits no finite subcover.

Let g|Oi be the restriction of g ∈ G to the finite permutation group SO1 in
the natural way. Assume that for a fixed i, for all h ∈ SOi the induced cover of
the set

Gh := {g ∈ G : g|O1 = h}

has a finite subcover. This is clearly absurd, as this would contradict our
assumption. Thus for all i ∈ ω there is at least one hi ∈ SOi such that Ghi has
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no finite subcover. Let the sequence (ĥi)i∈ω denote these elements. As the group
is closed, we know that the limit

ḡ :=
⋃
i∈ω

Gĥi

must lie in G. Thus ḡ must lie in some member of the cover, say S.
As S is open there exists some m such that

m⋃
i=1

Gĥi ⊆ S

a contradiction.

To end this section, we’ll just state one more fact about the closure of
permutation groups with finite orbits inside of Sω, namely that the closure of
G ≤ Sω, Ḡ is the inverse limit of the inverse system Gi = G/Ni where Ni is the
normal subgroup fixing O1 ∪O2 ∪ · · · ∪Oi, with the morphisms taken to be the
canonical projections from Gi into Gj for i > j.

3.5 Constructions

Besides the forcing methods for constructions of cofinitary groups that we have
mentioned in the introduction, there also exist numerous ways of constructing
them using well known algebraic methods, which this subsection aims to give a
short non-exhaustive overview of.

Over the years numerous ways of constructing permutation groups with
few fixed points have been discovered, with the papers of Koppelberg [16] and
Cameron [4]. outlining a multitude of possible approaches. Of those approaches,
we will consider two exemplary ones, the first one for its simplicity and the
second one for its interesting results.

3.5.1 Constructions using Inverse Limits

The results of this section are due to [16].

Definition 3.19. Let (I,≤) be a directed poset and let (Ai)i∈I be a family of
groups. Let fij : Aj → Ai be a homomorphism for all i ≤ j with the properties

(i). fii is the identity homomorphism,

(ii). fik = fij ◦ fjk for all i ≤ j ≤ k.
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We call this type of object an inverse system and define its inverse limit to be

lim←−
i∈I

Ai := {~a ∈
∏
i∈I

Ai | ai = fij(aj) for all i ≤ j in I}.

Let λ be a limit ordinal and let (Gι)ι∈λ and (φι,κ)κ≤ι<λ be an inverse system
of groups. We then let G := lim←−ι<λGι. be the inverse limit of the system and
define X :=

⋃
ι<λGι to be the disjoint union of the Gι. We let g ∈ G act on X

in the following way, if x ∈ Gα then g(x) = gα(x) where gα is the αth element
in the tuple that makes up g. This allows us to view G as a subgroup of SX .

The set of fixed points of any g ∈ G\{1} can not be of size λ by our definition
as otherwise all gγ for γ < λ would be the identity due to it being an inverse
limit, a contradiction. In particular, if λ = ω any element that is not the identity
can only have finitely many fixed points.

This construction is called a “tree-like” one by Koppelberg, due to its utiliza-
tion of set theoretic trees to obtain an inverse system, many of which allow for
the construction of a cofinitary group. For more information about the theory
of trees refer to the second chapter of [17].

Now let us consider some concrete examples.

Example 3.20. Let λ = ω and let all the Gι be finite groups with strictly
increasing cardinalities. This will result in |X| = ω and |G| = 2ω. Depending
on the individual properties of the Gι we can influence the properties of G, for
example we can let all Gι be abelian, which will result in the abelian group with
2ω many generators.

If we venture outside of our usual realm of groups of countable ranks we are
able to play with all sorts of possible cardinal numbers with different properties.
For example, one might want to use a limit cardinal of countable cofinality and
let the sizes of the groups in the inverse system be dictated by a cofinal sequence.
The resulting rank and cardinality of the group are then dictated by König’s
theorem.

Finally, let us examine an example based around a specific class of trees.

Definition 3.21. Let κ be a cardinal number. We call a tree (T,<) a κ-Kurepa
tree if it has at least κ+ many branches of length κ and levels of size less than κ.

Now let F ⊆ P(κ) such that |F| ≥ κ+ and for any α < κ the following holds

| {α ∩ F : F ∈ F} | < κ.

We call this F a κ-Kurepa family.

Remark 3. Note that a κ-Kurepa family does not depend on the ordering of κ
allowing us to use any arbitrary unordered set in its stead. Further, the existence
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of κ-Kurepa families is equivalent to the existence of κ-Kurepa trees. For a proof
of this, see Chapter 2 Theorem 5.18 of [17].

In a similar way we can define a κ-Kurepa group and show that its existence
is equivalent to that of κ-Kurepa families and trees.

Definition 3.22. Let κ be an infinite cardinal and let G ≤ Sκ and |G| ≥ κ+.
We call G a κ-Kurepa group if G is cofinitary and for any α < κ the following
holds

|{g�α : g ∈ G}| < κ.

Theorem 3.23. A κ-Kurepa group exists if and only if a κ-Kurepa tree exists.

Proof. Let G be a κ-Kurepa group, then we see immediately that it is a κ-Kurepa
family of subsets of κ× κ.

Conversely, let (T,<) be a κ-Kurepa tree. We let Gα be the free abelian
group generated by the elements of level α of the tree. For β ≥ α we obtain a
surjective homomorphism of groups,

φ : Gβ −→ Gα

h 7−→ g

by mapping the generator h of Gβ to the unique generator g of Gα for
which g < h holds. Taking the inverse limit of this system gives us a κ-Kurepa
group.

3.5.2 Constructions via Automorphisms of Structures

Another way of constructing cofinitary groups seems to be via the use of automor-
phisms of certain structures. Two examples we will examine in this section will be
automorphisms of Boolean algebras and automorphisms of relational structures.
For a more detailed look at these constructions see [4] and [16] respectively. For
a more comprehensive examination of the connections of permutation groups
and model theory see [15].

The difficulty in the construction of cofinitary groups from automorphisms of
Boolean algebras is in finding those automorphisms with few fixed points. The
following result due to Koppelberg shows us that they exist for certain Boolean
algebras.

Proposition 3.24. Let B be a free product of pairwise isomorphic Boolean alge-
bras (Bi)i∈I and let φ : I → I be a permutation of the indices. The automorphism
g of B induced by φ will have
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fix(g) ⊆
⋃
{Bj | j lies in a finite orbit of φ} .

Thus there exist large cofinitary groups of automorphisms of Boolean algebras,
as we can extend the group generated by g to a cofinitary group of arbitrary size
as will be shown in the next chapter.

The next two results will use the construction via Fraïssé limits as illustrated
in the introductory chapter on model theory.

Proposition 3.25. Let M be a countable ω-homogeneous structure whose skele-
ton has the strong amalgamation property. There exists a cofinitary dense
subgroup of Aut(M) which is free of countable rank.

Proof. We begin by enumerating all possible pairs of tuples of distinct elements
of the same type. Thus we will get a list of the following form

{((a11, . . . , a1n), (b11, . . . b1n)), ((a21, . . . , a2m), (b21, . . . b2m)), . . . } ,

where tp(aki) = tp(bkj) for all i, j, k ∈ ω. We further enumerate all elements
of M as x1, x2, . . . allowing us to identify xi with i ∈ ω.

Now let us construct our group iteratively. At stage 2n we add a new partial
permutation fn that maps the first member of the nth pair to the second one.
At stage 2n+ 1 we extend each previously constructed permutation and their
inverses in a way that they end up as partial isomorphisms for all elements up to
n. Particularly, if f±1

k (m) is not defined for some m ≤ n, then we choose it to be
an element l where l > n and l does not appear any of the other permutations
constructed up until that one.

If we take the limit of this construction, we obtain a countable set of permu-
tations (fi)i∈ω which all define automorphisms of M . If we now consider the
group F := 〈fi〉i∈ω, then it is dense in Aut(M) as it has the same orbits.

To see that the group is cofinitary, let w = fn1
i1
. . . fnlil be an arbitrary

cyclically reduced word. It is sufficient to consider these words as conjugation
preserves fixed points. Assume x is a fixed point of w such that it does not arise
due to a point that appears in the pair used to construct fik in an even step and
wlog does the evaluation of w yield x more than once (i.e. fn1

i1
. . . f

nj
ij

(x) 6= x for
j < l).

Considering cyclic permutations w′ = fm1
j1

. . . fmkjk
of w, we will find one

where the fixed point x′ corresponding to x has the following property

x′ > fm1
j1

(x′) and x′ > f−mkjk
(x′).
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By construction there is at most one choice of y and fmj such that y comes
before x in our enumeration and fmj (y) = x, where x and y are not members of
the jth pair. Thus we have that fm1

j1
= f−mkj1

, contradicting our assumption of
w being cyclically reduced.

Thus any fixed point has to arise via the elements of the pairs of tuples used
to construct the fi, yielding only finitely many fixed points for any non-trivial
word.

There exist many other interesting groups that can be constructed similarly
to the one above using a Fraïssé type construction, one particular example is
that of a transitive discrete unbounded cofinitary group of countable degree.

3.6 Maximal cofinitary groups

As opposed to the finitary permutation groups, which have a single maximal
group that contains all other finitary permutation groups as subgroups, cofinitary
groups admit no unique maximal group. A standard argument invoking Zorn’s
Lemma at least guarantees us the existence of these groups, making their study
feasible.

Figure 1: A comparison between the sets of finitary and cofinitary groups of
countable degree.

One of the central questions of interest when it comes to maximal cofinitary
groups is their size. Using forcing methods we can find models with all kinds
of differently sized maximal cofinitary groups. Particularly interesting is the
minimal size. Analogously to mad families we define the following.

Definition 3.26. Inside a model M let ag denote the minimal cardinality of a
maximal cofinitary group.

There exist some relative and some absolute bounds for ag, as we will discuss
in the remainder of this section. A closely related cardinal characteristic is af ,
the minimal size of a maximal almost disjoint family of functions defined on a
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countable set. We can use simple diagonalization to show that af is at least
uncountable.

Lemma 3.27. af > ℵ0

Proof. Assume A is a countable almost disjoint family of functions. We enumer-
ate all the functions in A and define f : ω → ω by taking f(n) 6= fk(n) for all
k < n. Now A ∪ {f} will be almost disjoint, contradicting maximality.

In the case of ag the same holds, however the argument is much more technical.
The fact that we can’t simply construct an element using a diagonalization
argument stems from the fact that we need to make sure that all elements of
the free product of the countable group and the new function remain cofinitary.

Theorem 3.28. af > ℵ0

Proof. The proof we will show here is due to Adeleke [1], for an alternative one
see [26]. and we will show that for any countable, cofinitary groups G and H
there exists a permutation σ such that 〈G, σHσ−1〉 will be once again a cofinitary
group. The theorem then follows immediately.

Without loss of generality take G and H to be countable or finite subgroups
of Sω.

We begin by enumerating all words of the following form

wi(y) = (yhi1y−1)gi1(yhi2y−1)gi2 . . . (yhin(i)y
−1)gin(i),

where we take y to be a placeholder variable, hij ∈ H \ {id} and gij ∈ G \ {id}.
It is sufficient to use these words, as all non-trivial words in the free product of
G and yHy−1 are either of this form or a conjugate.

Our goal is to iteratively construct a permutation σ such that all wi(σ) have
only finitely many fixed points. For this we construct an ascending sequence of
finite partial functions y1 ⊆ y2 ⊆ . . . such that

(i). {0, 1, . . . , i− 1} ⊆ dom(yi) and {0, 1, . . . , i} ⊆ ran(yi),

(ii). For any x ∈ dom(yi) \ dom(yi−1) we have that the word wj(yi) does not
have x as a fixed point for j ∈ [1, i].

(iii). Each yi is a map of the form xi1 7→ xi2 7→ · · · 7→ xil(i)

Let us begin by picking two variables a, b and define y1(a, b) to be

a 7→ 0 7→ b 7→ 1.

We need to check whether or not we can find concrete values for a and b such
that the second condition holds.
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For this we consider the equation w1(y1(a, b))(a) = a, w1(y1(a, b))(b) = b

and w1(y1(a, b))(0) = 0.
All of these equations give us certain necessary conditions on the pair (a, b),

namely g1n(1)(0) 6= a, b, g1n(1)(a) 6= a, b, g1n(1)(b) 6= a, b and h11(b) /∈ {0, b, 1},
for it to satisfy property (ii). As is evident, there are infinitely many pairs (a, b)
that satisfy these conditions.

Note that the solution sets of these conditions are either finite or form a non
intersecting curve in the discrete space ω2.

Now let us construct yn+1 assuming yn is known. Let S = ω \ dom(ys) and
denote the kth element of S by sk. Once again we want to find a pair (a, b) that
can take values from S \ {s1}. We now define

yn+1 := yn ∪ {(a, xn1), (xn,l(n), b), (b, s1)},

which clearly is a partial function extending yn satisfying properties (i) and (iii).
To see property (ii), we once again consider a set of equations. Begin by

noting that dom(yn+1) \ dom(yn) = {a, b, xn,l(n)}. Thus for each wi(y) with
1 ≤ i ≤ n+ 1 we get three equations that restrict our choice of (a, b), leading to
similar restrictions on our pair as above, leaving us with infinitely many choices
still.

However, we will still have to make sure that our choice of (a, b) adds no
new fixed points to words wj(y) and elements of Dj := dom(yn) \ dom(yj−1).
The case we need to consider in particular are those x ∈ Dj and wj(y) where
wj(yn+1)(x) is defined but wj(yn)(x) is not as otherwise the induction hypothesis
guarantees us that x is not a fixed point.

If wj(yn+1)(x) becomes defined, then it must be due to one of the components
of the pair (a, b) appearing in its evaluation. Thus for each wj and x we get
conditions similar to the ones above that give us a finite or 1 dimensional, meaning
at least one of the canonical projections π1 or π2 is injective, solution set as
discussed above that we can eliminate from the space S2 := S × S. Eliminating
a finite amount of these lines from S2 will still leave infinitely many choices for
(a, b) and thus we are done.

Now, taking the limit σ =
⋃
i∈ω yi, we get a permutation of the naturals with

a single cycle and the property that the number of fixed points of each wi(σ) is
bounded via it’s index i.

Another absolute bound we have established previously in Corollary 3.8
is that ag ≤ c, as we have constructed a cofinitary group of size continuum,
thus there must be a maximal cofinitary group containing it that is also of
size continuum. A relative bound that is known to be a theorem of ZFC is
non(M) < ag [2].
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Besides these bounds, there are some known consistency results, such as
a < ag being consistent with ZFC, for more information see [2].
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4 The Isomorphy Type of Maximal Cofinitary
Groups

After our study of cofinitary groups in the classical sense of group theory, this
chapter is dedicated to developing the theory of forcing on cofinitary groups,
motivated by their relation to mad families.

In particular we will find that there are at least countably many non-
isomorphic maximal cofinitary groups, by being able to construct groups with
an arbitrary number of orbits.

The notation and basic results on forcing on cofinitary groups are due to [8]
and the main results about the isomorphism classes are due to [13].

4.1 An Upper Bound on Orbits

Before we begin going through the motions that will allow us to use forcing, we
will use an algebraic argument to gain a first, motivating result for the study of
isomorphism classes of maximal cofinitary groups.

Theorem 4.1. The natural action of a maximal cofinitary group can not have
infinitely many orbits.

Proof. Towards a contradiction we assume that G is a maximal cofinitary group
whose set of orbits O under the natural action is of cardinality ω.

Without loss of generality we can assume that this group has no orbits of
size 1, as there can only be finitely many of these and thus they can be ignored
in our construction.

We will now construct a cofinitary permutation f /∈ G and then show that
〈G, f〉 is a cofinitary group contradicting maximality.

First, let us fix an enumeration of the orbits of G as O1, O2, . . . acting on ω
denoted by (Oi)i∈ω. We now define f recursively via an ascending sequence of
partial functions (fi)i∈ω with fj ⊆ fk for j ≤ k. We begin by defining f0 := ∅.
Assuming fn has been defined, we can define

k := min (ω \ (dom(fn) ∩ ran(fn))) .

We also define m := min(Oj) where

j := min ({j ∈ ω | Oj ∩ (dom(fn) ∪ ran(fn)) = ∅ and k /∈ Oj}) .

Finally we define fn+1 := fn∪{(k,m)} if k /∈ dom(fn) and fn+1 := fn∪{(m, k)}
otherwise and set f :=

⋃∞
i=0 fi.
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Now let us check that f is a bijective function on ω. By construction we see
that our function is total, as any number n will appear in both the domain and
range of the partial function f2n and furthermore it can only appear once in the
range and once in the domain.

Furthermore, this construction guarantees that fix(f) = ∅ and as such f is
a cofinitary permutation. It is also obvious that f /∈ G due to its effect on the
orbits of G.

It now remains to show that 〈G, f〉 is a cofinitary group. For this we consider
the free product G∗F ({f}) and let w ∈ G∗F ({f}) and show that the evaluation
of any such word will only have finitely many fixed points.

We will show this via a graph theoretic argument on the orbit graph of our
group action.

Definition 4.2 (Orbit Graph). For a group G acting on a set S inducing the
orbits (Oi)i∈I as well as a function f : S → S, we define the (G-)orbit graph of
f to be an undirected graph T = (V,E) where V := {Oi | i ∈ I} and

(Oj , Ok) ∈ E ⇐⇒ ∃m ∈ Oj∃n ∈ Ok : f(m) = n.

Remark 4. If (Oj , Ok) is induced by a unique pair (m,n) then we will refer to
the edge via (m,n) instead.

Inspecting the orbit graph of our permutation f , we notice the following:

Claim 4.3. The orbit graph of f contains no non-trivial circuits. In other words,
the orbit graph of f is an infinite tree.

Proof of Claim. Assume that this is false, then there must exist a circuit of
length n > 1 that we can write as O1O2 · · ·OnOn+1 where On+1 = O1. This
means there are edges (Oi, Oi+1) ∈ E that form this circuit. Each edge has an
associated pair of elements (ki, li) ∈ Oi ×Oi+1 such that f(ki) = li.

Since the circuit is of finite length, there must be some m ∈ ω such that the
G-orbit graph of fm includes the circuit, but the one of fm−1 does not.

Thus there exists a unique pair (k, l) ∈ fm \ fm−1 that is used to complete
the circuit, connecting the orbits Os and Os+1 for some s ≤ n. However, both of
these orbits are already path connected in the orbit graph of fm−1 which leads
to a contradiction, as both

Os ∩ (dom(fm−1) ∪ ran(fm−1)) 6= ∅,

and
Os+1 ∩ (dom(fm−1) ∪ ran(fm−1)) 6= ∅,
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which means the pair (k, l) could not have been selected in the construction of
fm.

We can now, as mentioned before, consider reduced words w ∈ G ∗ F ({f})
and the evaluation of their action on the orbit tree. In fact, as such elements are
of the form

w = g0f
k0g1f

k1 . . . gl−1f
kl−1gl,

with ki 6= 0 for all i < l. We will only observe a change between vertices in the
graph when evaluating the element f , as elements from G remain in their orbits.

Now suppose that w has infinitely many fixed points in G ∗ F ({f}) and take
n ∈ ω to be an arbitrary fixed point of w and consider the path p(w, n) = (Oi)i<l
of orbits that we pass through when evaluating w(n). Necessarily for n to be
a fixed point we have n ∈ O1, Ol which means Ol = O1. Thus the path p(w, n)
has to be a circuit, but since the orbit graph is a tree, we must backtrack all the
steps taken away from O1 eventually.

Let Om be the orbit occurring in p(w, n) that has maximal distance from O1.
If there are multiple such orbits, let Om be the one where m is minimal among
them. We know that there must be a pair (k, l) ∈ f that occurs in the evaluation
of w and causes us to pass from Om−1 to Om. The next step in our path will be
from Om back to Om−1 and by construction of f this step has to occur via the
same pair (k, l). As w is reduced, we know that we have to evaluate an element
g′ ∈ G before we are able to go back via the edge (l, k), but this means that g′

must have a fixed point at l.
Thus for every fixed point n of w we find that there must be a corresponding

fixed point in one of the elements of G occurring in w. As there are infinitely
many fixed points but finitely many such elements one of them must have
infinitely many fixed points by the pigeonhole principle, call it gj .

As all the g ∈ G and f are bijective functions, we know that any ini-
tial segment of w will also be a bijective function, thus we know that w′ :=
g0f

k0 . . . fkj−1gj : ω → ω will have w′(n) 6= w′(m) for n 6= m and thus we find
that each fixed point of w corresponds to a different fixed point of gj , meaning it
must have infinitely many. Hence G can not be cofinitary, a contradiction.

4.2 The Basics of Forcing Cofinitary Groups

Having obtained an upper bound on the number of the orbits of a maximal
cofinitary group’s action, we now begin introducing a manner of basic notions
that will allow us to construct cofinitary groups via forcing, eventually letting
us construct groups with an arbitrary number of orbits.

Definition 4.4. Let A be a set and let ŴA ⊆WA be the subset of words such
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that for w ∈ ŴA we have either w = an for some a ∈ A, n 6= 0 or w = a1va2

with a1, a2 ∈ A and a1 6= a2, i.e. the set of cyclically reduced words made up of
letters from A.

Note that any w ∈ WA can be written as some w = u−1w′u with u ∈ WA

and w′ ∈ ŴA, which means that if we consider A to be a set of permutations,
then the cycle structure of w is determined via a word w′ ∈ ŴA.

As a matter of notational convenience, for f : S → S we let

fix(f) := {s ∈ S | f(s) = s}

be the set of fixed points of a function.

Definition 4.5 (Cofinitary Representation). Let G be a group and let ρ : G→
Sω be a homomorphism of groups. We call ρ a cofinitary representation of G, if

∀g ∈ G : |fix(ρ(g))| < ω.

If B is a set, we say the map f : B → Sω induces a cofinitary representation,
if the induced homomorphism of the free group φ : F (B)→ Sω is a cofinitary
representation of F (B).

Definition 4.6 (Evaluations). Let A be a set, let s ⊆ A× ω × ω and let a ∈ A
and define

sa := {(n,m) | (a, n,m) ∈ s} .

Furthermore, for a word w ∈WA we define the relation ew[s] ⊆ ω×ω recursively
as follows.

If w = a for some a ∈ A then (n,m) ∈ ew[s] if (n,m) ∈ sa and if w = aiv for
some v ∈WA and i = 1,−1 without cancellation, then

(n,m) ∈ ew[s] ⇐⇒ ∃k : (k,m) ∈ eai [s] ∧ (n, k) ∈ ev[s].

If, furthermore, sa is a finite injective partial function for all a ∈ A, then so is
ew[s] and we call it the evaluation of w on s.

If s is as above with the additional condition of every sa being a partial
function or empty, then the evaluation ew[s] of a word w corresponds to a partial
function ω → ω and we write ew[s] ↓ if n ∈ dom(ew[s]) and ew[s] ↑ otherwise.

Definition 4.7 (Evaluations 2). For disjoint sets A,B, a function f : B → Sω,
a word w ∈WA∪B and s ⊆ A× ω × ω, we define

ew[s, f ] := ew[s ∪ { (b, k, l) | (f(b))(k) = l }].
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All notions concerning ew defined before apply equally to this extended notion.

Remark 5. Let A, B, w, s and f be as in the above definition. Then for u, v ∈
WA∪B such that w = uv without cancellation it holds that n ∈ dom(ew[s, f ]) if
and only if n ∈ dom(ev[s, f ]) and ev[s, f ](n) ∈ dom(eu[s, f ]).

Moreover, for w ∈ ŴA∪B we have that

n = ew[s, f ](n) ⇐⇒ ev[s, f ](n) = evu[s, f ](ev[s, f ]).

Thus ew[s, f ] and evu[s, f ] have the same number of fixed points.

Definition 4.8. Let A and B be disjoint sets and f : B → Sω a function such
that the induced homomorphism ρ : F (B)→ Sω is a cofinitary representation,
then we define the poset QA,ρ as follows:

(i). The conditions of QA,ρ are pairs (s,W ) such that s ∈ [A× ω × ω]<ω and
sa is a partial finite injective function for every a ∈ A and W ⊆ ŴA∪B is
finite.

(ii). For two conditions (s1,W1) ≤ (s2,W2) iff s1 ⊇ s2, W1 ⊇ W2 and for
every n ∈ ω and w ∈ W2, if ew[s1, ρ](n) = n then already ew[s2, ρ](n) ↓
and ew[s2, ρ](n) = n, i.e. the extension adds no new fixed points to the
evaluation.

As usual, we want to know whether our forcing poset fulfills any of the chain
conditions, thus providing us with information about the cardinals of a generic
extension constructed via this poset.

Proposition 4.9. QA,ρ has the countable chain condition (c.c.c.).

Proof. Assuming |A| > ℵ0 we show this by contradiction, otherwise there are at
most countably many possible elements for the first component of the tuples in
QA,ρ as

|A× ω × ω|<ω = |ω|<ω = ω

and any two tuples that agree on the first component are trivially compatible.
Let C be a set of conditions with |C| > ω. We will now use the ∆-System

Lemma to show there must be some compatible conditions in C.
We first apply the lemma to the set

∆1 := {s | (s,W ) ∈ C} ,

obtaining some uncountable subset ∆′1 of it along with finite t ⊂ A×ω×ω such
that s1 ∩ s2 = t for any s1, s2 ∈ ∆1. Similarly we obtain finite sets A1, A2 as
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roots of ∆-systems ∆′2 and ∆′3 for the sets

∆2 := {ocA(W ) | ∃p ∈ ∆1 : (p,W ) ∈ C}

and
∆3 := {dom(p) ∪ ocA(W ) | ∃p ∈ ∆1 : (p,W ) ∈ C}

respectively.
We note that dom(t) and A1 are subsets of A2 as

A2 = (dom(s1) ∪ ocA(W1)) ∩ (dom(s2) ∪ ocA(W2))

= (dom(s1) ∩ dom(s2)) ∪ · · · ∪ (ocA(W1) ∩ ocA(W2)) = t ∪ · · · ∪A1.

Next, we define

∆4 := {s ∈ ∆1 | s ∩ (A2 × ω × ω) = t} .

We see that ∆4 is also uncountable, as s ∩ (A2 × ω × ω) ⊃ t.
Finally define

∆5 := {(s,W ) ∈ C | s ∈ ∆4, ocA(W ) ∈ ∆′2 and (dom(s) ∪ ocA(W )) ∈ ∆′3}

and note that this set is also uncountable.
Let (s,Ws), (u,Wu) ∈ ∆5 then we have (s ∪ u,Ws ∪Wu) ∈ QA,ρ and

s ∩ (ocA(Wu)× ω × ω) ⊆ t

as dom(s) ∩ ocA(Wu) ⊆ A2.
Thus for w ∈Wu we get that ew(s ∪ u, ρ)(n) = n is equivalent to

ew(t ∪ u, ρ)(n) = ew(u, ρ)(n) = n

and thus
(s ∪ u,Ws ∪Wu) ≤ (u,Wu).

Note that since s and u were arbitrary and union is symmetric we are done.

Remark 6. In fact, this proof establishes the stronger property of QA,ρ having
the (ℵ1−)Knaster property.

Before we can begin using this poset for forcing, we need to check that it
behaves the way we want it to.

Definition 4.10 (Generic Representation). Let G be a QA,ρ-generic filter over
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a family of dense sets F . We define ρG : A ∪B → S∞ as

ρG(x) :=

ρ(x) if x ∈ B,⋃{
sx | ∃F ⊂ ŴA∪B : (s, F ) ∈ G

}
if x ∈ A.

From this definition it is not apparent whether⋃{
sx | ∃F ⊆ ŴA∪B : (s, F ) ∈ G

}
actually defines a cofinitary permutation. We will now introduce a Lemma that
will establish that fact and aid us in the proof of the main theorem of this section.
This result is due to [9].

Lemma 4.11 (Domain and Range Extension Lemma). Let A and B be disjoint
sets and ρ : B → Sω a function inducing a cofinitary representation. Then

(i). For any (s, F ) ∈ QA,ρ, a ∈ A and n ∈ ω such that n /∈ dom(sa) there exist
cofinitely many m ∈ ω such that (s ∪ {(a, n,m)}, F ) ≤ (s, F ).

(ii). For any (s, F ) ∈ QA,ρ, a ∈ A and n ∈ ω such that n /∈ ran(sa) there exist
cofinitely many m ∈ ω such that (s ∪ {(a,m, n)}, F ) ≤ (s, F ).

Before we will prove this Lemma let us introduce a helper definition and
another helpful Proposition.

Definition 4.12 (a-Good Word). Let A and B be disjoint sets, a ∈ A, j ∈ ω\{0}
and w ∈WA∪B . We call w an a-good word of rank j if it is of the form

w = aα1v1a
α2v2 . . . a

αjvj ,

where vi ∈WA\{a}∪B for all i ≤ j and αi 6= 0.

Using this definition we will now show a slightly stronger statement than the
above Lemmas for a-good words.

Proposition 4.13. Let A be a set, s ∈ [A× ω × ω]<ω such that every sa is a
partial injective finite function, let a ∈ A and let w ∈WA∪B be a-good. For any
n ∈ ω \ dom(sa) and any finite C ⊆ ω there are cofinitely many m ∈ ω such that

∀l ∈ ω : ew[s ∪ {(a, n,m)}, ρ](l) ∈ C ⇐⇒ ew[s, ρ](l) ↓ and ew[s, ρ](l) ∈ C

Proof. We will show this via induction over the rank of w. If the rank is 1 and
w is a-good, it must be of the form w = aα1v1.

First assume that α1 > 0. We pick m ∈ ω \ (C ∪ dom(sa)). Assume

ew[s ∪ {(a, n,m)}, ρ](l) ∈ C
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and ew[s, ρ](l) ↑. This would mean that there is some 1 ≤ i ≤ α1 such that

eaiv1 [s ∪ {(a, n,m)}, ρ](l) = m but m /∈ dom(sa)

and so ew[s ∪ {(a, n,m)}, ρ](l) ↑. Thus i = α1 and

ew[s ∪ {(a, n,m)}, ρ](l) = m /∈ C,

contradicting our assumption. The other direction of the equivalence is always
true.

Now let α1 < 0. We select

m ∈ ω \
α1⋃
i=−1

ran(eaiu1 [s, ρ]).

Assume ew[s ∪ {(a, n,m)}, ρ](l) ∈ C and ew[s, ρ](l) ↑. This means that there is
a α1 ≤ i ≤ −1 minimal in magnitude such that

eaiu1 [s ∪ {(a, n,m)}, ρ](l) = n.

Thus eaiu1 [s, ρ](l) ↑ and eai+1u1 [s, ρ](l) ↓, contradicting our choice of m.
Assume we have shown our proposition up to rank j − 1. Our word of rank

j is of the form w = aα1u1ŵ, where ŵ is a-good of rank j − 1. We define

C ′ := eaα1u1 [s, ρ]−1(C),

and use the induction hypothesis to get a cofinite set S1 ⊆ ω using the proposition
with ŵ and C ′. Using the hypothesis again, this time for aα1u1 and C we get
another cofinite set S2.

Consider now m ∈ S1 ∩ S2 and assume ew[s ∪ {(a, n,m)}, ρ](l) ∈ C. This
tells us that e

ŵ
[s ∪ {(a, n,m)}, ρ](l) ∈ C ′ and thus e

ŵ
[s, ρ](l) ∈ C ′. As such,

eaα1u1 [s ∪ {(a, n,m)}, ρ](e
ŵ

[s, ρ](l)) ∈ C

and by definition we get

eaα1u1 [s, ρ](e
ŵ

[s, ρ](l)) = ew[s, ρ](l) ∈ C.

Proof of 4.11. Clearly it is sufficient to show that either of these statements
holds for arbitrary singleton sets F = {w} as in general, F is finite and the
intersection of finitely many cofinite sets is still cofinite.
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(i). First, we may assume that a ∈ w, as otherwise we are already done. In
case w is a-good, the statement follows directly from Proposition 4.13.

Otherwise w will be of the form w = uvaα where u ∈WA\{a}∪B , v ∈WA∪B

a-good and α ∈ Z. Let ŵ := vaαu, which is also a-good.

By the previous proposition, we know that if we fix n ∈ ω \ dom(sa), and
set C := fix(sa), then we will get a cofinite set Ĉ such that for all m ∈ Ĉ
we have (s ∪ {(a, n,m)}, {ŵ}) ≤ (s, {ŵ}).

We will now show that these m also fulfill the relation

(s ∪ {(a, n,m)}, {w}) ≤ (s, {w}).

To check, pick l ∈ fix(e
ŵ

[s ∪ {(a, n,m)}, ρ]), by Remark 5 this gives us
that

evaα [s ∪ {(a, n,m)}, ρ](l) ∈ fix(ew[s ∪ {(a, n,m)}, ρ])

and as ŵ is a-Good, we know that l ∈ fix(e
ŵ

[s, ρ]) and as such

evaα [s, ρ](l) ∈ fix(ew[s, ρ]).

(ii). Let us fix (s, {w}) ∈ QA,ρ and a ∈ A. Substituting a 7→ a−1 in w, we get
a new word w′. Now we define

s′ := S ∪ { (b, n,m) | (b, n,m) ∈ s ∧ b 6= a }

i.e. we use the map s but invert the function defined by sa. Now we can
use the previous case to find a cofinite set Ĉ, such that for m /∈ dom(s′a) =
ran(sa) we get that for n ∈ Ĉ we have (s′ ∪ {(a,m, n)}, {ŵ}) ≤ (ŝ, {ŵ}),
which is equivalent to (s ∪ {(a, n,m)}, {w}) ≤ (s, {w}).

Corollary 4.14. Let A and B be sets, let w ∈WA∪B and let A0 := ocA(w) ⊂ A
be the set of letters of A occuring in w. Furthermore let C,D ⊆ ω be finite
sets and let (s, F ) ∈ QA,ρ. Then there exists a finite t ⊆ A0 × ω × ω such that
(t ∪ s, F ) ≤ (s, F ) and dom(ew[s ∪ t, ρ]) ⊇ C and ran(ew[s ∪ t, ρ]) ⊇ D.

Proof. Applying Lemma 4.11 repeatedly for the sets C and D and elements
from A0 we get a descending chain of conditions that after a finite number of
applications of the Lemma fulfills all the properties we ask for. t may simply
be taken to be the union of all the pairs added during the construction of the
chain.
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Using this Lemma, we can show another fact that establishes that the
previously defined extension ρG is a sensible choice.

Lemma 4.15. For all w ∈ ŴA∪B we have that

(s, F ) 
QA,ρ ew[ρG](n) = m

for some n,m ∈ ω implies that ew[s, ρ](n) ↓ and ew[s, ρ](n) = m.

Proof. We will show this via induction on the number of appearances of letters
from A in w. If there are none, then we are already done, as we get that w ∈ ŴB ,
meaning that ρ fully defines the behavior of ρG with respect to w.

Assuming we have shown the statement for words with at most k letters from
A, we now consider a word w ∈ ŴA∪B with k + 1 letters from A.

Assume towards a contradiction, that ew[s, ρ](n) ↑ and

(s, F ) 
QA,ρ ew[ρG](n) = m.

Thus, we can find an element a ∈ A and words u, v ∈WA∪B such that w = ua±1v

and ev[s, ρ](n) ↓ while ea±1v[s, ρ](n) ↑. Furthermore we can write w = w0w1

where w0 does not contain a and w1 is a-good.
From Lemma 4.11, we know that there must exist some set of tuples s̄ ⊆

{a}× ω× ω such that (s∪ s̄, F ) ≤ (s, F ) and ew1 [s∪ s̄, ρ](n) ↓. We chose s̄ such
that

n̄ := ew1 [s ∪ s̄, ρ](n) 6= e−1
w0

[s, ρ](m)

if e−1
w0

[s, ρ](m) is defined. Using that

(s, F ) 
QA,ρ ew[ρG](n) = m

and
(s ∪ s̄, F ) 
QA,ρ ew1 [ρG](n) = n̄,

we get that
(s ∪ s̄, F ) 
QA,ρ ew0 [ρG](n̄) = m

and as w0 contains at most k elements from A, the induction hypothesis yields
ew0 [s ∪ s̄, ρ](n̄) = m and since there is no occurence of a in w0 we get that
ew0 [s, ρ](n̄) = m, a contradiction.

The next definition and lemma are due to Kastermans and Zhang [14].

Definition 4.16 (Hitable Function). Let G ≤ Sω and let f : ω ⇀ ω be a partial,
infinite function. We call f hitable with respect to G if the free product G ∗ 〈f〉
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does not contain any words with infinitely many fixed points other than those
that evaluate as the identity.

Note that for this to be the case f must be injective and may only have
finitely many fixed points.

Lemma 4.17 (Hitting Lemma). Let A and B be disjoint sets and let ρ : B → Sω

be a function inducing a cofinitary representation. Let f : ω ⇀ ω be a hitable
function with respect to im(ρ) ≤ Sω, then for any (s, F ) ∈ QA,ρ and a ∈ A there
exists n ∈ dom(f), n /∈ dom(sa) such that (s ∪ {(a, n, f(n))}, F ) ≤ (s, F ).

Proof. We begin by showing this for F = {w} where w is a reduced word. If w
does not contain a, then any tuple (a, n, f(n)) where n /∈ dom(sa) will suffice
and as dom(sa) is finite we are done.

Let us assume

ew[(s \ sa) ∪ { (a, n, f(n)) | n ∈ ran(f) } , ρ] ∼= id,

where defined, then a must occur at least twice in w. If a were to occur only
once, then we can find a cyclic permutation of w of the form a±1w′ which would
contradict the fact that im(ρG) ∗ 〈f〉 is cofinitary. Thus w must contain either
the pattern a±2 or a subword of the form a±1w′a±1 with a±1 /∈ w′. We define
f ′ to be the subset of f that does not contain any of the fixed points of f or
any of the (finitely many) pairs used in both a±1 when evaluating the pattern
a±1w′a±1.

Now let us define f ′′ iteratively, we begin by well ordering the pairs of f ′ via
≤lex, the lexicographical ordering. Let f ′′0 := {min≤lex(f ′)} and in each step let
us remove the minimal element m under the lexicographical order as well as all
those pairs occuring in the evaluation of our selected occurences of a if one of
the pairs used in one of the a is m. This gives us a new set f ′0 and we proceed
using the same steps to construct all the f ′′n and f ′n. Finally f ′′ :=

⋃
n∈ω f

′′
n .

Using this f ′′ we get that

ew[(s \ sa) ∪ { (a, n, f ′′(n)) | n ∈ ran(f) } , ρ]

is nowhere defined.
In the case where

ew[(s \ sa) ∪ { (a, n, f(n)) | n ∈ ran(f) } , ρ] � id,

we simply remove one of the pairs of f that is used in an occurence of a for each
fixed point of its evaluation to get f ′′.
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As sa is finite, there is only a finite number of pairs (m,n) ∈ f ′′ such that
m ∈ dom(sa) or n ∈ ran(sa). Removing these still leaves us with infinitely many
candidate pairs, we call this set f̂ and define ŝ := s ∪ {(a,m, n)|(m,n) ∈ f̂}

Now we consider the fixed points of ew[ŝ, ρ], which, by definition, can only
be finitely many. For every n ∈ fix(ew[ŝ, ρ]) \ fix(ew[s, ρ]) there must be some
(c, d) ∈ f̂ that the iterative evaluation of w might contain (along with a pair
from sa). Thus, if we remove at most |sa| pairs from f̂ for each fixed point, we
can eliminate all new fixed points obtained by adding f̂ to s, leaving us with an
infinite set of candidate pairs. If F is not a singleton set we must consider all
the evaluations of the words in F and remove all pairs from f that can give rise
to fixed points by repeatedly using the two steps used to construct f ′′ from f .
After having done this for each word the rest of the proof works the same.

4.3 A Lower Bound on the Number of Isomorphism Classes
of Maximal Cofinitary Groups

Having established some forcing machinery, we may now begin proving the main
theorem of this section. As with any forcing argument, we will begin by defining
the sets our QA,ρ-generic filter will intersect.

Definition 4.18. Let A be a set and let ρ : B → Sω be a function inducing a
cofinitary representation. Let a ∈ A, n ∈ ω and let w ∈ ŴA∪B then we define
the following sets:

• Da,n := {(s, F ) ∈ QA,ρ | n ∈ dom(sa)} ,

• Ra,n := {(s, F ) ∈ QA,ρ | n ∈ ran(sa)} ,

• Ww := {(s, F ) ∈ QA,ρ | w ∈ F} .

• Let T ∈ [ω]ω then we define

Ta,n := {(s, F ) ∈ QA,ρ | ∃k ≥ n : k ∈ dom(sa) ∩ T and sa(k) ∈ T}.

• Let f : S ⇀ S be hitable with respect to the cofinitary group 〈ρ(B)〉. Then
define

Fa,n := {(s, F ) ∈ QA,ρ | ∃k ≥ n : k ∈ dom(sa) and sa(k) = f(k)}.

Proposition 4.19. These posets are dense subsets of QA,ρ for any choice of
n ∈ ω, a ∈ A and w ∈ ŴA∪B.

Proof. Let (s, F ) be arbitrary in QA,ρ.
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• If n ∈ dom(sa), then (s, F ) is also contained in Da,n and we’re done.

Otherwise we find cofinitely many good extensions (s ∪ {(a, n,m)}, F ) ∈
Da,n with respect to w for all w ∈ F by Lemma 4.11.

As F is finite, we take the finite intersection of the sets of possible tuples
for each word, yielding a cofinite set S of candidates.

Thus we can pick an arbitrary triple (a, n,m) ∈ S and will find that
(s ∪ {(a, n,m)}, F ) ∈ Da,n and (s ∪ {(a, n,m)}, F ) ≤ (s, F ).

• Similarly, for (s, F ) with n /∈ ran(s) we find an extension (s∪{(a,m, n)}, F ) ∈
Ra,n such that (s∪{(a,m, n)}, F ) ≤ (s, F ) using Lemma 4.11, arguing the
same way as above.

• We can trivially extend (s, F ) to (s, F ∪ {w}), which lies in Ww.

• We can use 4.11 with n ∈ T \ dom(sa) to find a cofinite set that after
intersecting with T yields infinitely many pairs (n,m) ∈ T such that
(s ∪ {(a, n,m)}, F ) ∈ Ta,n and (s ∪ {(a, n,m)}, F ) ≤ (s, F ).

• The density of this set follows in a straightforward manner from Lemma
4.17, as it directly provides an unbounded set of possible extensions.

Remark 7. When considering the families of all such sets, D := {Da,n | a ∈
A,n ∈ ω} with R, T and F defined analogously, which are of size max(ω, |A|) as
their elements are indexed over A×ω. The familyW is indexed over the elements
in ŴA∪B , and as such has cardinality |ŴA∪B | = |A∪B|<ω = max(|A∪B|, ω) =
max(|A|+ |B|, ω) ≤ c.

Now we will prove one final proposition before we finally show how we can
construct maximal cofinitary groups with arbitrary orbit structure.

Proposition 4.20. Let A = {a} be a singleton set, let B be a set with |B| < c

and a /∈ B. Furthermore let ρ : B → Sω be a function inducing a cofinitary
representation of F (B).

Assuming the existence of a QA,ρ-generic filter, the following are true:

(i). We can find a cofinitary extension ρG : A ∪ B → Sω that extends ρ such
that ρG�B = ρ and im(ρG) ∼= ρ(F (B)) ∗ (Z,+).

(ii). Let T ∈ [ω]ω be infinite, then we can find a cofinitary extension ρG : A∪B →
S∞ that extends ρ such that ρG�B = ρ, im(ρG) ∼= ρ(F (B)) ∗ (Z,+) and
|(T × T ) ∩ ρG(a)| = ω.
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(iii). Let f : ω ⇀ ω be hitable with respect to ρ(F (B)).

Then we can find a cofinitary extension ρG : A ∪B → S∞ that extends ρ
such that ρG�B = ρ, im(ρG) ∼= ρ(F (B)) ∗ (Z,+) and |f ∩ ρG(a)| = ω.

Proof. (i). For this construction we consider the collections of sets (Da,n)n∈ω,
(Ra,n)n∈ω and (Ww)

w∈ŴA∪B
, whose elements we have shown to be dense.

Let G be a QA,ρ-generic filter, such that for all n ∈ ω and w ∈ ŴA∪B we
have G ∩Da,n 6= ∅, G ∩Ra,n 6= ∅ and G ∩Ww 6= ∅.

Examining the generic representation ρG as defined above, we notice
immediately that a maps to an element of Sω due to the intersection with
the dense sets given, which force it to be a total bijective function.

It remains to show that ρG induces a cofinitary representation of F (A∪B).
To see this, we take any w ∈WA∪B and find ŵ ∈ ŴA∪B , u ∈WA∪B such
that w = u−1ŵu.

As W
ŵ
is dense, there must be some (s, F ) ∈W

ŵ
such that (s, F ) ∈ G. Let

m ∈ ω be a fixed point of e
ŵ

[ρG ], then there must be a condition (t, E) ∈ G
with

(t, E) 
QA,ρ eŵ[ρG ](m) = m,

with (t, E) ≤QA,ρ (s, F ) and we get e
ŵ

[t, ρ](m) = m, which implies
e
ŵ

[s, ρ](m) = m. This means that fix(e
ŵ

[ρG ]) = fix(e
ŵ

[s, ρ]), which
is finite.

To check that ew[ρG ] has at most finitely many fixed points we can see
from the definiton that this set is just

eu−1 [ρG ](fix(eŵ[ρG ])),

which is finite yet again.

The structure of the new group as a free product follows trivially from
adding a single element to the set B, extending ρ and considering the new
free group’s structure.

(ii). The arguments of this and the next item are very much the same, except
that we add other, previously defined dense sets that our filter has to have
non-empty intersections with. For this construction we include the family
Ta,n of dense sets.

The families (Da,n)n∈ω, (Ra,n)n∈ω and (Ww)
w∈ŴA∪B

guarantee us the
same properties as before, while the non-empty intersection with all the
(Ta,n)n∈ω guarantees us the property |ρG(a) ∩ T × T | = ω.
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(iii). For this construction we add the family (Fa,n)n∈ω to the collection of dense
sets that our QA,ρ-generic filter has to have non-empty intersections with.
With the other properties as in (i), the intersection with Fa,n guarantees
us that |ρG(a) ∩ f | = ω.

Remark 8. This proposition is an alternative way of proving that ag > ω as in
the case where B is countable we know that we can construct a generic filter
explicitly. For larger cardinalities of A or B we will need to use Martin’s Axiom
(MA), which states that a generic filter exists for any collection of dense sets
with cardinality less that c. In some sense this axiom can be thought of as a
generalization of CH.

We can now utilize this proposition when we construct a maximal cofinitary
group of arbitrary orbit structure.

Theorem 4.21. Let (m,n) ∈ ω×ω \{0}, then, assuming Martin’s Axiom, there
exists a maximal cofinitary group such that its natural action has m finite and n
infinite orbits.

Proof. Begin by fixing a tuple (m,n) ∈ ω × ω \ {0}. To construct a cofinite
group with n infinite and m finite orbits, we first fix an arbitrary partition of

ω =
n⋃
i=1

Oi ∪
m⋃
j=1

Oj ,

where all Oi are infinite and Oj are finite.
Now we will construct sequences of generators

gi := {gi,α ∈ Sym(Oi)|α < c},

and
ḡj := {gj,α ∈ Sym(Ōj)|α < c},

such that 〈gi〉 is transitive and 〈gi〉 ∼= F (gi). For 〈ḡj〉 we simply ask for transitivity
on Oj .

Assuming we have constructed these sequences up to some α ∈ c, we define
Gi,α = 〈gi〉i<α, Gi,α = 〈ḡj〉i<α and Gα := 〈gβ〉β<α, which are defined as

gβ(x) =

gi,β(x) if x ∈ Oi,

ḡj,β(x) if x ∈ Oj .

As Oj is finite we may simply take gj,0 := σ where is any cyclic permutation
of Oj . Further, we set gj,α := gj,0. This guarantees us transitivity of 〈ḡj〉 on Oj ,
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which is all we ask for in this case.
For infinite orbits we define the permutation gi,0 to be σi ◦ f ◦ σ−1

i where σi
is the order preserving bijection from ω onto Oi and

f(x) :=


x+ 2 if x is even,

0 if x = 1,

x− 2 otherwise.

This f generates a countable cofinitary group on ω isomorphic to (Z,+).
And as such, the gi,0 do the same on Oi.

Next we fix an enumeration of the elements of Sω as (fα)(α∈c). Then we
proceed recursively, at step α we check if 〈fα, Gα〉 is cofinitary. If this is not
the case, we use utilize construction (i) from Proposition 4.20 with B such that
|B| = |Gi,α| and ρ : B → S∞ as a cofinitary representation of Gi,α. The existence
of the necessary filter is guaranteed by MA, as mentioned in the previous remark.
Doing this for all orbits Oi we can define gi,α = ρG(a).

In the case of 〈fα, Gα〉 being cofinitary, we must have at least one tuple (i, j)
such that fα ∩Oi ×Oj is infinite.

For the case i = j we get that fα�Oi×Oi is a hitable function with respect to
Gi,α, and as such we can use construction (iii) (with parameters as in the previous
paragraph) from Proposition 4.20 to define gi,α and the first construction to
obtain all gk,α for k 6= i.

For the case i 6= j, we first use construction (ii) of Proposition 4.20 with

T = σ−1
j ran(fα ∩Oi ×Oj),

to construct gj,α. Next, consider a partial function h : Oi ⇀ Oi defined as

h := (fα ∩Oi ×Oj)−1 ◦ gj,α ◦ (fα ∩Oi ×Oj),

which is infinite as gj,α is a total bijective function on Oj .
If h is hitable with respect to Gi,α we can again use the third construction

from Proposition 4.20, otherwise we simply resort to the first one to define gi,α.
For all other k ∈ ω \ {i, j} we use the first construction to get gk,α.

Finally we need to check whether Gc := 〈gα〉α<c fulfills our requirements.
Our group has the required orbit structure as adding an element preserves

the orbits by construction.
The fact that each Gα is cofinitary is immediately clear by construction, as

we always guarantee that 〈Gα, gα+1〉 is cofinitary by construction and the case
of α being a limit ordinal being trivial.

Finally, we need to show that Gc is maximal. Arguing by contradiction,
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assume that there is some f ∈ Sω such that 〈f,Gc〉 is cofinitary. But since our
construction ranges over all f ∈ Sω, f = fα for some α < c, thus at step α in
our construction we would have constructed a gi,α such that gi,α ∩ fα is infinite
or such that for a gj,α we have that f−1

α gj,αfalpha is not cofinitary or such that
gi,α ∩ f−1

α gj,αfalpha is infinite. Thus we get that either f ∈ Gα+1 or 〈f,Gα+1〉
is not cofinitary.
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5 A Universal Maximal Cofinitary Group

In this section we will show that there exist cofinitary groups into which every
countable group can be embedded, this result was first shown in [26] and then
proven in a different manner in [12], which is what this section is based on.

5.1 More Basics of Forcing Cofinitary Groups

We begin by showing a generalization of (i) from Proposition 4.20, namely that
our forcing notion from the previous section can be used with an arbitrary set A
to add |A|-many elements to our cofinitary group.

Proposition 5.1. Let A and B be sets, let ρ : B → Sω induce a cofinitary
representation and let G be a QA,ρ-generic filter. Then ρG : A∪B → S∞ induces
a cofinitary representation ρ̂G : F (A ∪ B) → S∞. Furthermore ρG�B = ρ and
ρ̂G�B = ρ̂.

Proof. The proof of this statement is the same as the one from (i) of Proposition
4.20, with the one change being that our collections of dense sets are now indexed
over A as well as ω. Everything else in the proof still holds the way it was stated,
since we never used the fact that A was a singleton set.

Remark 9. By choosing to include (Ww)
ŴA∪B

in our family of dense sets, we
guarantee that there will be now relations that impede on the freeness of the
newly added elements, as any non-trivial word w ∈ ŴA∪B under ρ̂G can have at
most finitely many fixed points and as such will not map to the identity, meaning
ρ̂G(A ∪B) = ρ̂(B) ∗ F (A).

This result shows us that the image of ρG will be a cofinitary group, but we
still need to show that if we choose A to be large enough, the group will not
only be cofinitary, but also maximal.

Definition 5.2 (Complete embedding). Let (P,≤P and (Q,≤Q be posets and
let Q ⊆ P, then Q is completely contained in P if

(i). For any q, q′ ∈ Q such that q ≤Q q
′ we have q ≤P q

′,

(ii). For all q, q′ ∈ Q such that q ⊥Q q
′ we have q ⊥P q

′,

(iii). All maximal antichains in Q are maximal in P.

Alternatively, this third condition may be stated equivalently as:

(iii’) For all p ∈ P, there is some q ∈ Q, such that for all q′ ∈ Q with q′ ≤Q q

we have q′||Pp.
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Remark 10. To see that this definition is equivalent, consider that (iii) tells us
that for any p ∈ P and an antichain A in Q there is at least one element r ∈ A
that is compatible with p, as otherwise the antichain would not be maximal in
P, pick the element that extends both p and r as q in the second definition.

If (iii’) does not hold, then there is some p ∈ P and an antichain A in Q such
that p ⊥P q for all q ∈ A, thus A ∪ {p} is an antichain in P.

Definition 5.3 (Restriction of Poset). Let A0 ⊆ A, then for a condition p =
(s, F ) ∈ QA,ρ, we write s�Ao for s ∩ A0 × ω × ω. Furthermore, we write p�A0

for (s�A0, F ). We call this the restriction of p to A0.
Furthemore we write p|�A0 for (s�A0, F ∩ ŴA0∪B). This is called the strong

restriction of p to A0. Note that p|�A0 ∈ QA0,ρ, while p�A0 is generally not.

Lemma 5.4. Let A0 ⊆ A, then QA0,ρ is completely contained in QA,ρ.

Proof. If A0 = A or ∅ there is nothing to show, so we assume that A0 is a proper
subset of A and define A1 := A \ A0. Let p = (s, F ) ∈ QA0,ρ be a condition,
then we immediately see that for p ∈ QA,ρ and a condition q = (t, E) ∈ QA0,ρ

such that q ≤ p in QA0,ρ we immediately have q ≤QA,ρ p.
Furthermore, we see that for p, q ∈ QA0,ρ we get

q ⊥QA0,ρ
p ⇐⇒ q ⊥QA,ρp,

as the incompatibility is due to an element contained within A0.
Thus it remains to show that one of the equivalent third conditions from

Definition 5.2 holds.

Claim 5.5. For all (s, F ) ∈ QA,ρ there exists a t such that s�A0 ⊂ t ⊂ A0×ω×ω
where for any a ∈ A0 ta is a partial injective finite function and if (r, E) ≤QA0,ρ

(t, F ∩ ŴA0∪B), then (s ∪ r, F ) ≤QA,ρ (s, F ).

Proof of claim. Let wj ∈ F \ ŴA0∪B . This means that each wj is of the form

uk+1vkukvk−1uk−1 . . . v1u1

with ui ∈WA0∪B and vi ∈WA1∪B for all 1 ≤ i ≤ k + 1, where all words except
for u1 and uk+1 must be non empty and each vi starts and ends with a letter
from A1.

Now we can use Corollary 4.14 to inductively construct an element t ⊂
A0 × ω × ω. To do so, we repeatedly apply it for each of the words (ui)1≤i≤k+1

and the condition (s, F ) yielding us a t′i ⊆ A0 × ω × ω with s�A0 ⊆ t′ and
dom(eui [s ∪ t′i, ρ]) ⊇ ran(evi [s, ρ]) and ran(eui [s ∪ t′i, ρ]) ⊇ dom(evi+1 [s, ρ]) and
(s ∪ t, F ) ≤QA,ρ (s, F ) where t =

⋃
1≤i≤k+1 t

′
i.
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Now let (r, E) ∈ QA0,ρ such that

(r, E) ≤QA0,ρ
(t, F ∩WA0∪B).

To see that (s ∪ r, F ) ≤QA,ρ (s, F ) fix w ∈ F and let n ∈ ω be a fixed point of
ew[s∪r, ρ]. If w ∈WA0∪B then we are done as (r, E) ≤ (t, F∩WA0∪B . Otherwise,
for w ∈ F \ ŴA0∪B we know that by construction of t that if ew[s ∪ r, ρ](n)↓
for some n ∈ ω, then we already have ew[s ∪ t, ρ](n)↓. As (s ∪ t, F ) ≤ (s, F ) we
know that ew[s, ρ](n)↓ and we are done.

It remains to show that for all pars of conditions (s, F ), (r, E) as above we
also have that (s ∪ r, E) ≤ (r, E). For this, assume ew[s ∪ r, ρ](n) = n for some
n ∈ ω. As r ⊃ t ⊃ s � A0 and w ∈ ŴA0∪B we see that the evaluation of s ∪ r
must be the same as the evaluation of r thus ew[r, ρ](n) = n.

Thus we get (s ∪ r, E ∪ F ) ≤QA,ρ (s, F ) and (s ∪ r, E ∪ F ) ≤QA,ρ (r, E).

Lemma 5.6. Let A := A0 ∪ A1 where A0 ∩ A1 = ∅, let (t, E) ∈ QA0,ρ and
suppose

(t, E) 
QA0,ρ
(s1, F1) ≤QA1,ρG

(s2, F2)

then
(t ∪ s1, F1) ≤QA,ρ (t ∪ s2, F2).

Proof. By assumption we already get t ∪ s1 ⊃ t ∪ s2, F1 ⊃ F2. Next, choose
w ∈ F2 and let n ∈ ω be any fixed point of ew[t ∪ s1, ρ](n) = n. Now, let G
be QA0,ρ-generic and let (t, E) ∈ G, this means that ew[s1, ρG ](n) = n and by
our hypothesis, we get ew[s2, ρG ](n) = n. Using Lemma 4.15 and the fact that
w ∈ ŴA1∪B , we get ew[t ∪ s2, ρ](n) = n.

Lemma 5.7. Suppose G is QA,ρ-generic over V and let A := A0∪̇A1 such that
A0, A1 6= ∅ and A0 ∩A1 = ∅. Then H := G ∩QA0,ρ is QA0,ρ-generic over V and

K := {p � A1 | p ∈ G} ,

is QA1,ρ-generic over V [H]. Also ρG = (ρH)K.

Proof. We know that QA0,ρ is completely contained in QA,ρ by Lemma 5.4, as
such we know that for any maximal antichain C of elements in QA0,ρ, C is also a
maximal antichain in QA,ρ. As such we know that G ∩ C = S where S ⊂ QA0,ρ

and thus

H ∩ C = (G ∩QA0,ρ) ∩ C = (G ∩ C) ∩QA0,ρ = S ∩QA0,ρ = S.
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Finally, to show that K is QA1,ρH-generic in V [H], we consider a dense set
D ⊆ QA1,ρH with D ∈ V [H]. Next we define

D′ :=
{
p ∈ QA,ρ | p|�A0 
QA0,ρ

p�A1 ∈ Ḋ
}
.

As D is dense there must be a condition p in H such that

p 
QA0,ρ
“D is dense”.

Now let (s, F ) = q ≤QA,ρ p, then by Claim 5.5 we find q′ ≤QA0,ρ
q| � A0 such

that if q1 ≤QA0,ρ
q′ then q1 ‖QA,ρ q.

Now, as D is dense, we can also find a condition r = (s′, F ′) ∈ QA1,ρ and a
condition (t, E) ≤QA0,ρ

p such that

(t, E) 
QA0,ρ
ṙ ∈ Ḋ ∧ ṙ ≤QA1,ρ

q̇|�A1.

Using Lemma 5.6, we now get that (t ∪ s′, F ′) ≤QA,ρ (t ∪ s � A1, F ) and thus
(t ∪ s′, F ′ ∪ E) ≤QA,ρ (s, F ).

We see that (t ∪ s′, F ′ ∪ E) ∈ D′ allowing us to conclude that D′ is dense
below p. Since p ∈ G we know that there is some p′ ∈ D′ ∩ G and in V [H] we
obtain that p′�A1 ∈ D and thus K ∩D 6= ∅.

Finally, to see that ρG = (ρH)K we first understand that they must agree on
B, as it stays the same in our extensions. For an element a1 ∈ A1, we then see
that

ρG(a1) =
⋃
{sa1 | ∃F ⊂ ∩WA∪B : (s, F ) ∈ G}

=
⋃
{(s � A1)a1 | ∃F ⊂ ∩WA∪B : (s, F ) ∈ G}

=
⋃
{(sa1 | ∃F ⊂ ∩WA∪B : (s, F ) ∈ K}

= (ρH)K(a1)

Lastly, consider an element a0 ∈ A0:

ρG(a0) =
⋃
{sa1 | ∃F ⊂ ∩WA∪B : (s, F ) ∈ G}

=
⋃
{sa0 | ∃F ⊆ ŴA0∪B : (s, F ) ∈ H}

= (ρH)K(a0)

The second equality is due to the property of filters, if some condition (s, F ) ∈ G
forces some property of sa0 , then we find a condition (s′, F ′) ∈ QA0,ρ ∩ G with
(s, F ) ≤QA,ρ (s′, F ′) defined by F ′ = F ∩ ŴA0∪B and s′ = s � A0.
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Lemma 5.8. Let B be a set and suppose ρ : B → S∞ induces a non-trivial
cofinitary representation. Let b ∈ B such that ρ(b) 6= 1, let (s, F ) ∈ QA,ρ�B\{b}
and let a ∈ A, then there is some N ∈ ω, such that for all n ≥ N we have
(s ∪ {(a, n, ρ(b)(n))}, F ) ≤QA,ρ�B\{b} (s, F )

Proof. We first begin by enumerating the words of F in which a occurs, as all
others don’t concern us for our statement. Denote them by w1, . . . , wl. Any
word wi is of the form

ui,jia
ki,jiui,ji−1 . . . ui,1a

ki,1ui,0,

where the ui,li ∈ WA\{a}∪B\{b} and non empty except possibly the ones at
indices 0 and ji.

Next we use Lemma 4.11 to ensure that for any ui,l with dom(eui,l [s, ρ]) and
ran(eui,l [s, ρ]) finite we have

dom(e
aki,l+1 [s, ρ]) ⊃ ran(eui,l [s, ρ]),

and
ran(e

aki,l
[s, ρ]) ⊃ dom(eui,l [s, ρ]).

For each w1, . . . wl let w̄i be the word where every instance of a has been replaced
by b. As ρ induces a cofinitary representation we know that the evaluation
ew̄i [s, ρ] will always have at most finitely many fixed points, even if it is totally
defined.

Let w̄i,l be the subword of w̄i that begins with the word ui,l and define

Ni := max
({
ev[s, ρ](n)

∣∣ ew̄i [s, ρ](n) = n and v = bsign(ki,l)pw̄i,l and

0 ≤ p ≤ |ki,m| and 0 ≤ m ≤ ji
})
,

for the i where ew̄i [s, ρ] is totally defined.
Now pick N ∈ ω such that

N ≥ max({Ni : i < l}, dom(sa), {n : ρ(b)(n) ∈ ran(sa)}).

For any n ≥ N and w̄i where ew̄i [s, ρ] is not fully defined we have

dom(ewi [s, ρ]) = dom(ewi [s ∪ {(a, n, ρ(b)(n)}, ρ],

due to the stipulations on range and domain above. If now ew̄i [s, ρ] is fully
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defined, then for all n ≥ N we have

ewi [s ∪ {(a, n, ρ(b)(n)}, ρ](k) = k =⇒ ewi [s, ρ](k) = k.

Theorem 5.9. Let A and B be sets and let ρ : B → Sω induce a cofinitary
representation. If |A| > ℵ0, and G is a QA,ρ-generic filter over V , then im(ρG)
is a maximal cofinitary group in V [G] of cardinality |A ∪B|.

Proof. Towards a contradiction assume that im(ρG) is not a maximal cofinitary
group. Thus there must be a permutation f ∈ Sω such that f /∈ im(ρG) and
〈im(ρG), f〉 is a cofinitary group. We can thus extend the domain of ρG with a
single element x and define ρ̇G : A ∪ B ∪ {x} → Sω such that ρ̇G(x) = f and
ρ̇G�(A ∪B) = ρG .

As f ∈ V [G] there is a name ḟ for f . As f is countable, there is an at
most countable set A0 ⊂ A such that ḟ is a QA0,ρ-name. Thus f ∈ V [H] for
H := G ∩ QA0,ρ. Now we define A1 := A \ A0 and K := {p�A1 : p ∈ G} Next
define

Df,N := {(s, F ) ∈ QA1,ρH | ∃n ≥ N : sa(n) = f(n)} .

For every N ∈ ω and a ∈ A1 this set is dense by Proposition 4.19. In V [H][K]
we have that (ρH)K(a)(n) = f(n) for all a ∈ A1 and infinitely many n ∈ ω. By
Lemma 5.8 we have (ρH)K = ρG which contradicts that ρ̇G induces a cofinitary
representation.

5.2 Constructing a Universal Cofinitary Group

Our first hurdle in constructing this universal group is wether or not we can
even represent the groups we want to embed as subgroups of Sω at all, which
we have already shown for a few special classes of groups in Section 3.

Definition 5.10. A group G is said to have cofinitary action if there exists a
group homomorphism ρ : G→ Sω which admits a cofinitary representation.

At this point we do not know whether all countable groups even have a
cofinitary action. This fact will be established first in this section before finally
constructing a group into which all countable groups can be embedded.

Before we can start with the Lemma that will establish this, we need to alter
the forcing notion that we have been using so far to accommodate us.

Definition 5.11. Let G be a countable group and let f : G→ G be the identity
function of G as a set. We then let f̂ : F (G)→ G be the group homomorphism
obtained via the universal property of the free group.

52



Let A be a set of the same cardinality as G, then QGA,ρ is the forcing notion
defined as:

(i). The conditions of QGA,ρ are pairs (s, F ) where s ⊆ A×ω×ω is finite and sa
is a partial finite injective function for every a ∈ A andW ⊆ ŴA∪B is finite.
Furthermore for every word w ∈ ker(f̂) ⊂ WA we require ew[s, ρ] ∼= id

wherever it is defined.

(ii). For two conditions (s1,W1) ≤ (s2,W2) if s1 ⊇ s2, W1 ⊇W2 and for every
n ∈ ω and w ∈ W2, if ew[s1, ρ](n) = n then already ew[s2, ρ](n)↓ and
ew[s2, ρ](n) = n.

Remark 11. Note that QGA,ρ ⊆ QA,ρ and thus QGA,ρ inherits the countable chain
condition.

This restriction of the poset now allows us to force relations in the group
ρG(A), by allowing us to have certain words be the identity when evaluated. As
a subset of QA,ρ all the universal statements about QA,ρ hold for our new notion
QGA,ρ as well, particularly Lemma 4.11 and Proposition 5.1.

The relations that define our group G also play another role by providing us
with a way of refining a condition.

Definition 5.12 (Applying Relations). Let (s, F ) ∈ QGA,ρ then we say t ∈
[A× ω × ω]<ω, where every ta is a partial injective function, is obtained from s

by applying relations if

(a, n,m) ∈ t ⇐⇒ ∃w ∈WA : aw ∈ ker(f̂) and ew[s, ρ](m) = n.

Note that a t obtained by applying relations is not necessarily an element of
QGA,ρ as it may be infinite. To avoid this, we can stipulate that the a appearing
in the first coordinate of t may only be ones that appear in s along with possibly
finitely more from a set A′ ⊆ A.

We call this A′-applying relations.

Lemma 5.13. Let (s, F ) ∈ QGA,ρ, Ā ⊆ A finite and let t be obtained from s by
Ā-applying relations, then

(i). s ⊆ t,

(ii). t is constant under Ā-applying relations,

(iii). (t, F ) ∈ QGA,ρ,

(iv). (t, F ) ≤ (s, F ).

Proof. (i). Using a−1 in place of w, this is clear by definition.
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(ii). Let q be the element obtained from t by Ā-applying relations. Towards a
contradiction we assume q \ t 6= ∅, thus there is an element (a, n,m) ∈ q \ t
and a word w ∈ WA such that for a ∈ dom(t) = dom(s) ∪ Ā we have
aw ∼= id.

Let n ∈ ω be arbitrary and assume ew[s, ρ](n) = m, then the pair (a,m, n)
would have been added when applying relations to s already.

As such, the only case for q \ t to not be empty is for l ∈ ω such that
ew[s, ρ](l)↑ but ew[t, ρ](l)↓.

This means there is some element a′ ∈ dom(s) ∪ Ā appearing in w which
appears in the first coordinate of a tuple added while Ā-applying relations
to s, so we can write w = ua′v. Let (a′, j, k) ∈ t \ s be that pair.

By definition we know that for this pair to be added, there must be a word
w′ such that a′w′ ∈ ker(ρ̂) and e′w[s, ρ](k) = j. As a′w′ ∼= 1 when w′ is
defined this means we can substitute a′ for (w′)−1 in w. Repeating this
for all tuples which were added when Ā-applying relations to s we obtain
a new word w̄ which has the same properties as w but ew̄[s, ρ](l)↓, thus
(a′, j, k) ∈ t.

(iii). As both s and Ā are finite, there are only finitely many pairs that can be
added when Ā-applying relations. Thus t ∈ [A× ω × ω]<ω.

Let w ∈ ker(f̂), then ew[s, ρ] ∼= id where it is defined. By the construction
from the previous point, we see that ew[t, ρ] ∼= id as well. Thus (t, F ) ∈
QGA,ρ

(iv). Let n ∈ ω and w ∈ F such that ew[t, ρ](n) = n. As we have shown above,
we must have ew[s, ρ](n)↓ which implies (t, F ) ≤ (s, F ).

Now we can begin using forcing arguments to construct the groups we want.

Theorem 5.14. Let H be a cofinitary group with cofinitary representation ρ

and let G be an at most countable group. Then there exists a set of cofinitary
permutations F ⊆ Sω such that 〈F 〉 ∼= G. In particular the group we obtain is
H ×G ∼= H × 〈F 〉 ≤ S∞ and H × 〈F 〉 is a cofinitary group.

Proof. We will use a forcing argument to show this. Let us first show that the
sets Da,n, Ra,n and Ww defined in Definition 4.18 are also dense with respect to
QGA,ρ.

We begin by enumerating A and we write An for the set containing the first
n elements of this sequence.
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Let us fix some a ∈ A, n ∈ ω and (s, F ) ∈ QGA,ρ. We let t ∈ QGA,ρ be obtained
from s by An-applying relations to s. If n ∈ dom(ta), then we are done by
Lemma 5.13. If this is not the case, then we can use Lemma 4.11 to find an
extension (r, F ) ∈ Da,n such that (r, F ) ≤QA,ρ (t, F ).

It remains to show that there is an r such that (r, F ) ∈ QGA,ρ. Towards a
contradiction, assume there is some w ∈ ker(f̂) such that ew[r, ρ] � id. Let
us now pick the shortest such w. Now there must be some k ∈ ω such that
ew[r, ρ](k) 6= k. The previous Lemma tells us that applying relations can not
cause this, so we must have that the pair (a, n,m) which was added via our
application of Lemma 4.11 must be used in the evaluation ew[r, ρ](k). As there
are cofinitely many possible choices for r, we can simply choose m large enough
so that this case is avoided, as only finitely many choices for m will lead to
ew[r, ρ](k) 6= k.

The argument for the density of Ra,n follows analogously and Ww is trivially
a dense set.

We can now find a QGA,ρ-generic filter that has non empty intersection with
all of the dense sets defined above. Using 5.1 we get a cofinitary representation
induced by ρG .

We define F := ρ(A). From our construction we know that every a ∈ A
maps to a cofinitary permutation. Furthermore we see that by our construction,
we get that every word w ∈ WA such that w ∼= id we have ρ̂G(w) = id. Thus
ρ(A) ∼= F (A)/WG,id

∼= G.

Lastly we will just need to show a simple result that allows us to use CH for
our proof.

Lemma 5.15. There are 2ω many countable groups up to isomorphism.

Proof. Each group law can be thought of as a function f : ω × ω → ω which we
know there are at most continuum many.

To see there are at least continuum many consider that for any subset of the
primes we can form the direct product of the cyclic groups of the orders of the
primes, obtaining continuum many non-isomorphic countable groups.

With these results, we can now finally show the main result of this section.

Theorem 5.16. Assuming ZFC+CH, there is a maximal cofinitary group into
which every countable group embeds.

Proof. We begin by enumerating all countable groups. By CH, we know there
are ω1 many and thus we enumerate them as (Gα)α<ω1 . We do the same with
all permutatinos in Sω and get a sequence (gα)α<ω1 .
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Now we use Theorem 5.14 to adjoin one group after the other to G0 yielding
us a universal cofinitary group U . After the step where we adjoin group Gα we
also check whether gα is part of our group, if it is we are done. If Gα ∗ 〈gα〉 is
cofinitary, we can use construction (iii) from Proposition 4.20 to construct an
element f which we add to Gα.

Once we have constructed Gω1 it will be maximal and all countable groups
will embed into it.

Finally, we will see that this construction does not necessarily stipulate an
assumption of CH on our part, but can also be done by assuming MA. Our main
theorem then becomes:

Theorem 5.17. Martin’s Axiom implies the existance of a maximal cofinitary
group into which every countable group can be embedded.

Proof. The proof of this Theorem proceeds exactly as above, with the one change
being the fact that the H we use in in Theorem 5.14 is no longer countable, which
does not change the statement of it. The transfinite induction goes through as
stated and we use MA to obtain the necessary generic filter for each step.
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6 The Spectrum of Maximal Cofinitary Groups

In this section we will discuss the possible sizes of maximal cofinitary groups. We
will find that there are models in which we can control the spectrum of maximal
cofinitary groups very tightly. For this we will start with models of ZFC + GCH
and then construct generic extensions using an alteration of our familiar poset.

Definition 6.1 (Spectrum). Let V be a model of ZFC and GCH and let S be
the class of all sets in V that fulfill some property. The spectrum of S is the
class of all possible sizes of such structures,

C(S) := {|S| : S ∈ S}.

Both S and C(S) may also be sets, depending on the model and the nature
of S.

Example 6.2. (i). Let V be any model of ZFC, then the spectrum C(fin) of
the class of finite sets fin is ω.

(ii). If the size of objects in the class S is linked to the continuum, then the
spectrum of this class changes depending on the model, while the spectrum
of some classes such as fin in universal. For example if we consider C(mcg)
the spectrum of maximal cofinitary groups then it must be the singleton
set of ω1 for models of CH, and the set 2ω for models of MA, but this need
not be ω1 in this case.

We will now work in a model V of ZFC + GCH. Let κ be a regular infinite
cardinal in this model and let C(κ) be a closed set of cardinals with the following
properties:

(i). min(C(κ)) = κ+,

(ii). for all µ ∈ C(κ), if cof(µ) ≤ κ then µ+ ∈ C(κ),

(iii). if |C(κ)| ≥ κ+, then the interval [κ+, |C(κ)|] ⊆ C(κ).

Note that for a cardinal κ there are many possible sets C(κ).

6.1 The Existence Result

We will now show that there is a κ+-cc forcing notion P such that in the P-generic
extension of V the spectrum of κ-maximal cofinitary groups coincides with the
set C(κ).

Example 6.3. Under this assumption, if we take C(ω) = {ω1}, then V [G] will
be a model of ZFC + CH.
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Definition 6.4. Let ξ be a cardinal and let Iξ := {(η, ξ) | η < ξ} be the set
of ordinals less than ξ. Let QIξ,ρ be the forcing notion defined like before,
but instead of an abstract index set A, we now index over the set of tuples
Iξ. A QIξ,ρ-generic extension of V will contain a maximal cofinitary group of
cardinality ξ by Proposition 5.1.

Furthermore, let
P :=

∏
ξ∈C(ω)

QIξ,ρ,

such that every element p ∈ P has at most finitely many non-empty sets in its
|C(ω)|-many coordinates.

We say that s ≤P t if sη ≤QIη,ρ tη for all η ∈ C(ω).

For an element p ∈ P we write

supp(p) :− {ξ ∈ C(ω) | pξ 6= ∅} ,

which we call the support of p and we define

ocA((s, F )) := {a ∈ A | a ∈ dom(s)} ∪ {a ∈ A | ∃w ∈ F : a ∈ w} .

The fact that P is ccc follows immediately from the next lemma.

Lemma 6.5. Let κ be a regular cardinal and let Q be a product of κ+-Knaster
posets (Qi)i∈I with supports of size less than κ then Q is also κ+-Knaster.

Proof. Let A ⊆ Q be a set of conditions with |A| = κ+. Assume that there are
some p, q ∈ Q such that p ⊥Q q.

For any i ∈ I such that |Ai ∩ Qi| ≥ κ+ we can use the fact that Qi is
κ+-Knaster and obtain Bi ⊂ Ai with |Bi| = κ+ and for all p, q ∈ Bi we have
p ‖Qi q. We then restrict the ith coordinate of A to elements from Bi and get a
new set A′ which is of size at least κ+ and such that all elements are compatible
on the ith coordinate.

For i ∈ I where |Ai ∩Qi| ≥ κ+ we will, by regularity of κ, be able to find a
compatible subset Bi such that the restriction of A to Bi on the ith coordinate
A′ will still be of cardinality κ+.

Taking either of these steps for each i ∈ I will yield a set B of size κ+ where
all elements are compatible.

Remark 12. Note that a product of ccc posets Qi will not necessarily be ccc
itself.

Knowing that P will preserve all cardinals in our extension V [G], we can now
show the existence part of the section’s main theorem.
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Lemma 6.6. For every ξ ∈ C(ω) there exists a maximal cofinitary group of size
ξ in the extension V [G] where G is P-generic.

Proof. We know that for each ξ ∈ C(ω) we adjoin a maximal cofinitary group of
size ξ via the poset QIξ,ρ, as products of dense sets will be dense these groups
will be exist in the P-generic extension V [G]. However we still need to show that
all these groups will still be maximal.

Let us fix a ψ ∈ C(ω) and towards a contradiction assume that Gψ is not a
maximal cofinitary group in V P. This means that there must be some f ∈ Sω
and a P-name for it along with a condition p ∈ P such that

p 
P 〈Gψ, ḟ〉 is cofinitary.

We know that f has a nice name and as P is ccc we know there are ω many
antichains (Ai)i∈ω such that for every p ∈ An there is k ∈ ω such that p 
P

ḟ(n) = k.
Next we will aim to define a poset P̄× Q̄, where we define P̄ :=

∏
ξ∈C′ Qξ,ρ

with finite supports and

C ′ :=

 ⋃
i∈ω,b∈Ai

supp(b)

 ∪ supp(p)
 \ {ψ}.

Note that this set is at most countable. We let Q̄ := QAψ,ρ where

Aψ :=

 ⋃
i∈ω,b∈Ai

ocIψ (b(ψ))

 ∪ ocIψ (p(ψ)),

which is also a countable set.
By Lemma 5.4 we note that QAψ,ρ is completely contained in QAψ,ρ. Also

note that p is a P̄× Q̄-condition and similarly all the b ∈ Ai for i ∈ ω, meaning
that ḟ is a P̄× Q̄-name. Thus

p 
P̄×Q̄ 〈Gψ, ḟ〉 is cofinitary.

Now let G′ be P̄× Q̄-generic and let p ∈ G′. We note that by 5.8 we have


QIψ\Aψ,ρAψ
〈im(ρAψH)〉 is a maximal cofinitary group of size ψ.

We see that

(P̄×QAψ ) ∗QIψ\Bψ = P̄× (QAψ ∗QIψ\Apsi) = P̄×QIξ ,
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where ∗ denotes an iterated forcing step and so

p 
P̄×QIψ
〈Gψ, ḟ〉 is cofinitary,

which is a contradiction.

6.2 The Nonexistence Result

It remains to show that for any cardinal number λ /∈ C(ω) there exist no maximal
cofinitary groups of size λ in our model V [G], which is what we will show in the
remainder of this chapter. Once again V is a model of ZFC and GCH.

Lemma 6.7. Let λ be a cardinal number such that λ /∈ C(ω) and suppose G is
P-generic, then there is no maximal cofinitary group of size λ in V [G].

Proof. Fix λ /∈ C(ω). Towards a contradiction, suppose that in our model V [G]
there is a maximal cofinitary group Gλ = {gα}α<λ of size λ. First, let us define

µ := max ({ξ ∈ C(ω) | ξ < λ}) ,

as the largest cardinal in C(ω) less than κ.
By definition of C(ω) we get µ ≥ cof(µ) ≥ ω1 and by GCH we get µκ = µ.

Also note that µ ≥ |[C(K)]κ|.
Next let us define some helper notions.

Definition 6.8. (i). Let ḟ be a P-name for a cofinitary permutation, then
we can assume that ḟ is a nice name, so we can find ω-many maximal
antichains (Ai)i∈ω with the property that An decides ḟ(n). We then define

∆ḟ :=
⋃
i∈ω

Ai,

as the set of conditions involved in ḟ .

(ii). Let ḟ be a P-name for a cofinitary permutation and let ∆ḟ be the set of
conditions involved in ḟ , then

Jḟ :=
⋃

p∈∆ḟ ,ξ∈supp(p)

dom(p(ξ)),

where dom(p(ξ)) = dom((s, F )) = dom(s) by an abuse of notation. We
call Jḟ the support of ḟ .

(iii). Any countable set J ′ with Jḟ ⊆ J ′ ⊆ I :=
⋃
ξ∈C(ω) Iξ is referred to as a

support of ḟ .
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For each ġα ∈ Gλ let Jα be a support of ġα. We define the set

K∗ :=
⋃
{Iξ | ξ ∈ C(ω) and ξ ≤ µ} ,

and
S := K∗ ∪

⋃
{Jα | α ∈ C(ω)} .

Definition 6.9. Now let K be a set such that K∗ ⊆ K ⊆ S and |K| = µ and
let ḟ be a P-name for a cofinitary permutation, then:

(i). A support J for ḟ is said to be a K-support if whenever J ∩ (Iγ \K) 6= ∅
then |J ∩ (Iγ \K)| = ω.

(ii). A K-support J of ḟ is said to be K-standard if J ∩K = J ∩ S.

If ḟ is a P-name for a cofinitary permutation and K is as above, then ḟ has
a K-support. Furthermore, any support J of ḟ can be made into a K-support.

To see this, consider that J is countable, so we can add countably many
tuples of the form (η, γ) for any γ fulfilling the condition in (i) above.

With K as in the above definition, let G(K) be the group of all permutations
of the index set I =

⋃
ξ∈C(ω) Iξ such that any element g ∈ G is the identity on

K and the orbits of the action of G(K) are the individual Iξ.
Each g ∈ G(K) defines an automorphism φg of P if for a p ∈ P we let φg(p)

be a condition with the same support as p and for every tuple (a,m, n) ∈ p(ξ)
we let φg((a,m, n)) = (φg(a),m, n) ∈ φg(p(ξ)).

The fact that φg is an automorphism is easily seen as it merely permutes the
labels of the elements of the components QIξ,ρ of P and as such also preserves
the relation ≤P and antichains of P.

As a consequence of this any K-support J remains a K-support under the
action of g ∈ G(K).

For any K-support J we can define the following set,

J := {γ | J ∩ (Iγ \K) 6= ∅} .

In our case the set J̄ is of size at most ω.

Lemma 6.10. For K-supports J0 and J1 we have that there is a g ∈ G(K) such
that g(J0) = J1 if and only if J0 ∩K = J1 ∩K and J0 = J1.

Proof. If there is g ∈ G(K) such that g(J0) = J1, then we immediately get that

J0 ∩K = g(J0 ∩K) = g(J0) ∩K = J1 ∩K,

and the second condition follows from g having the orbits Iξ.
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To see the other direction, note that if we do not have J0 ∩K = J1 ∩K then
we can not have g�K ∼= idK and if we don’t have J0 = J1 then a function taking
J0 to J1 could not have the orbits Iξ

For a fixed K we get that there are at most µ-many orbits under the
action of G(K) on the sets of K-supports due to the fact that |[K]ω| = µ, i.e.
there are µ-many choices for static sets of K under the action of G(K), and
|[C(ω)]ω| ≤ µω = µ, which is the number of possible choices of index sets that
are non-isomorphic.

We also know that any orbit contains a K-standard support and thus we
find that as there are at most ωω = ω+-many different names for cofinitary
permutations with the same support we find that there are at most µ-many
names for cofinitary permutations with K-standard supports.

Now if ḟ is a P-name for a cofinitary permutation, the fact that P is ccc
guarantees us the existence of a set B(ḟ) ∈ [λ]ω ∩ V such that


P ∃α ∈ B̌(ḟ) : |ġα ∩ ḟ | = ω.

Definition 6.11. Let K ⊂ S such that |K| = µ and K∗ ⊂ K. Let

B(K) :=
⋃
{B(ẋ) | ẋ is a P-name for a cofinitary permutation with a K-standard support} .

By the above observation on the number of names of K-standard supports,
|B(K)| = µ.

Now we construct recursive sequences of sets as follows:
Let K0 := K∗ and let M0 := ∅. Now define M1 := B(K∗) and let

K1 := K0 ∪
⋃
{Jα | α ∈M0} .

Assuming Kδ has been defined we define Mδ+1 := B(Kδ) and

Kδ+1 := Kδ ∪
⋃
{Jα | α ∈Mδ+1} .

If δ is a limit, then let Kδ :=
⋃
η<δKη and let Mδ :=

⋃
η<δMη.. Finally, let

K :=
⋃
η<ω+ Kη and let M :=

⋃
η<ω+ Mη. By construction M is of size µ.

There is an α ∈ λ \M and let us consider ḟ = ġα. Let J be a support for ḟ
and by definition of K there must be some Kγ such that J ∩Kγ = J ∩K. We
may assume that J is a Kγ-support and thus there is a g ∈ G(Kγ) such that
g(J) is a Kγ-standard support.

As g(J) is Kγ-standard, we have that g(J) ∩Kγ = g(J) ∩ S and thus we get
g(J)∩(Kγ+1\Kγ) = ∅. We can thus find h ∈ G(Kγ+1) with h�J = g. This means
that g(ḟ) = h(ḟ) and as g(J) is Kγ-standard we note that B(g(ḟ)) ⊆Mγ+1 and
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⋃
δ∈Mγ+1

Jδ ⊆ Kγ+1. By definition of B(g(ḟ)) we get


P ∃δ ∈ M̌γ+1 : |g(ḟ) ∩ ġδ| = ω.

Next we use the fact that h(ḟ) = g(ḟ) and h(ġδ) = ġδ as Jδ ⊆ Kγ+1 to obtain


P ∃δ ∈ M̌γ+1 : |h(ḟ) ∩ h(ġδ)| = ω.

Finally we get

P ∃δ ∈ M̌γ+1 : |ḟ ∩ (ġδ| = ω,

from the fact that h is an automorphism of P. As ḟ = ġα this is a contradiction.

Finally, this yields the main theorem of this section:

Theorem 6.12. There are models of ZFC, in which C(mcg) = C(ω).
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7 Open Questions

Finally, here are some (to my knowledge) open questions about cofinitary groups.

• Is it consistent with ZFC that af 6= ag?

• Are there closed maximal cofinitary groups?

• Are all closed cofinitary groups of countable degree locally compact?

• How many non-isomorphic maximal cofinitary groups are there?

• Which uncountable groups can be represented as a cofinitary group?
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