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Abstract. The combinatorial properties of Cohen forcing imply the
existence of a countably closed, ℵ2-c.c. forcing notion P which adds
a C(ω2)-name Q for a σ-centered poset such that forcing with Q over

V P×C(ω2) adds a real not split by V C(ω2) ∩ [ω]ω and preserves that all
subfamilies of size ω1 of the Cohen reals are unbounded.

1. Introduction

The results presented in this paper originate in the study of the com-
binatorial properties of the real line and in particular the bounding and
the splitting numbers. A special case of the developed techniques appeared
in [5]. Following standard notation for κ, λ regular cardinals, [κ]λ denotes
the set of all subsets of λ of size κ, P(λ) is the power set of λ and λκ is
the collection of all functions from λ into κ. Throughout V denotes the
ground model. If f, g are functions in ωω, then g dominates f , denoted
f ≤∗ g if ∃n∀k ≥ n(f(k) ≤ g(k)). A family B ⊆ ωω is unbounded, if
∀f ∈ ωω∃g ∈ B(g 6≤∗ f). The bounding number b is the minimal size of an
unbounded family (see [9]). If A,B ∈ [ω]ω then A is split by B if both A∩B
and A ∩Bc are infinite. A family S ⊆ [ω]ω is splitting, if ∀A ∈ [ω]ω∃B ∈ S
such that B splits A. The splitting number s is the minimal size of splitting
family (see [9]). It is relatively consistent with the usual axioms of set theory,
that s < b as well as b < s. The consistency of s < b holds in the Hechler
model (see [2]) and the consistency of b = ω1 < s = ω2 is due to S. Shelah
(see [7]). J. Brendle (see [3]) showed the consistency of b = ω1 < s = κ, for
κ regular uncountable cardinal and V. Fischer, J. Steprans (see [6]) showed
the consistency of b = κ < s = κ+.

However the consistency of ω1 < b < b+ < s remains open. One way to
approach this more general problem, is to obtain a ccc poset which preserves
the unboundedness of a given unbounded family, adds a real not split by
V ∩ [ω]ω and iterate it with finite supports (note that in the desired generic
extension ℵ3 < c). There are two results which should be mentioned in
this context. In 1988 [4], M. Canjar showed that if d = c, where d is
the dominating number, defined as the minimal size of a family D ⊆ ωω
such that ∀f ∈ ωω∃g ∈ D(f ≤∗ g) and c is the size of the continuum,
then there is an ultrafilter U such that the relativized Mathias forcing MU ,
preserves the unboundedness of V ∩ ωω and certainly adds a real not split
by the ground model infinite subsets of ω. This poset MU however, can
not be used to obtain a model in which b < c, since in order to obtain
such a model, along the iteration one has to preserve the unboundedness
of a chosen witness for b. That is in fact the main result of [6], where
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with a given unbounded directed family H ⊆ ωω of size c, one associates
a σ-centered poset QH which preserves the unboundedness of H and adds
a real not split by V ∩ [ω]ω. Consequently an appropriate iteration of QH
gives the consistency of s = b+ mentioned earlier. However the restriction
|H| = c, prevents the method of [6] from solving the more general consistency
problem, since for this at certain stages of the iteration one has to preserve
the unboundedness of a fixed family of size < c.

In the following we obtain a generic extension V1, in which there is a
σ-centered poset Q which preserves the unboundedness of a given family of
size < c and adds a real not split by V1∩ [ω]ω. Thus the construction can be
considered a first step towards obtaining the consistency of ω1 < b < b+ < s.

2. Logarithmic measures and Cohen forcing

The notion of logarithmic measure is due to S. Shelah. In the presentation
of logarithmic measures (Definitions 1, 2, 3) we follow [1].

Definition 1. Let s ⊆ ω and let h : [s]<ω → ω, where [s]<ω is the family of
finite subsets of s. Then h is a logarithmic measure if ∀A ∈ [s]<ω, ∀A0, A1

such that A = A0 ∪A1, h(Ai) ≥ h(A)− 1 for i = 0 or i = 1 unless h(A) = 0.
Whenever s is a finite set and h a logarithmic measure on s, the pair x =
(s, h) is called a finite logarithmic measure. The value h(s) = ‖x‖ is called
the level of x, the underlying set of integers s is denoted int(x). Whenever
h is a finite logarithmic measure on x and e ⊆ x is such that h(e) > 0, we
will say that e is h-positive.

If h is a logarithmic measure and h(A0∪· · ·∪An−1) ≥ `+1 then h(Aj) ≥
`− j for some j, 0 ≤ j ≤ n− 1.

Definition 2. Let P ⊆ [ω]<ω be an upwards closed family which does not
contain singletons. Then P induces a logarithmic measure h on [ω]<ω defined
inductively on |s| for s ∈ [ω]<ω as follows:

(1) h(e) ≥ 0 for every e ∈ [ω]<ω

(2) h(e) > 0 iff e ∈ P
(3) for ` ≥ 1, h(e) ≥ `+1 iff whenever e0, e1 ⊆ e are such that e = e0∪e1,

then h(e0) ≥ ` or h(e1) ≥ `.
Then h(e) = ` if ` is maximal for which h(e) ≥ `. The elements of P are
called positive sets and h is said to be induced by P .

If h is an induced logarithmic measure and h(e) ≥ `, then for every
a such that e ⊆ a, h(a) ≥ `. A known example of induced logarithmic
measure is the standard measure (see Shelah, [8]). That is the measure
h induced by P = {a ⊆ ω : |a| < ω and |a| ≥ 2}. Note that ∀x ∈ P ,
h(x) = min{i : |x| ≤ 2i}. Let LM be the set of finite logarithmic measures
and for n ∈ ω let Ln = {x ∈ LM : ‖x‖ ≥ n,min int(x) ≥ n}. By [LM]
denote the set of all families of finite logarithmic measures X such that
∀n ∈ ω(X ∩ Ln 6= ∅). For X ∈ [LM] let int(X) = ∪{int(t) : t ∈ X} be the
underlying set of integers.

Claim. If E ⊆ [LM] is a centered, then there is U ⊆ [LM] which is centered
and such that for every X ∈ [LM] either X ∈ U or ∃Y ∈ U(X ∩ Y /∈ [LM]).
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Definition 3. Let Q be the partial order of all (u,X) ∈ [ω]<ω × [LM]
such that ∀x ∈ X(maxu < min int(x)). If u = ∅ we say that (∅, X) is a
pure condition and denote it by X. Then (u2, X2) extends (u1, X1), de-
noted (u2, X2) ≤ (u1, X1), if u2 is an end-extension of u1, u2\u1 ⊆ int(X1),
int(X2) ⊆ int(X1), ∀x ∈ X2∃Bx ∈ [X1]<ω such that int(x) ⊆ ∪{int(y) :
y ∈ Bx}, ∀y ∈ Bx(u2 ∩ int(y) = ∅) and ∀e ⊆ int(x) which is x-positive
∃y ∈ Bx(e ∩ int(y) is y-positive).

Definition 4. If F is a family of pure conditions, then Q(F) is the suborder
of Q consisting of all (u,X) ∈ Q such that ∃Y ∈ F(Y ≤ X).

If C is a centered family of pure conditions, then Q(C) is σ-centered.
Conditions of Q(C) are compatible as conditions in Q(C) if and only if they
are compatible as conditions in Q.

Unless specified otherwise Γ denotes a countable subset of ω2. Also C(Γ)
is the forcing notion of all partial functions p : Γ × ω → ω with finite
domain and extension relation p ≤ q if q ⊆ p. Thus C(Γ) is the forcing
notion for adding Γ Cohen reals, e.g. C({0}) = C is just Cohen forcing,
Cn = C(n) is the forcing for adding n Cohen reals, etc. If p ∈ C(Γ), then
C(Γ)+(p) = {q ∈ C(Γ) : q ≤ p}. A family Γ′ = {Γj}j∈n ⊆ P(λ) for some
ordinal λ, where n ∈ ω and ∀j ∈ n − 1 sup Γj < min Γj+1 is called a finite
ordered partition of Γ = ∪j∈nΓj . Note that if Γ is a countable set of ordinals,
then Γ has only countably many finite ordered partitions. FP(Γ) denotes the
set of all finite ordered partitions of Γ. For k, n ∈ ω let ≤nk = ∪n−1

j=0
{0,...,j}k.

Definition 5. Let Γ′ = {Γj}j∈n ∈ FP(Γ), k ∈ ω. Then Mk(Γ′) is the set of
all matrices P = (pji )i∈k,j∈n with k rows and n columns, where the (i, j)-th
entry pji is a condition in C(Γj). Note that M1(Γ′) and C(Γ) can be identified.
A matrix P = (pji ) ∈ Mk(Γ′) is below p = (pj) ∈ M1(Γ′) if ∀i, j(pji ≤ pj).
Let Mk,p(Γ′) = {P ∈ Mk(Γ′) : P is below p}, M(Γ′) = ∪k∈ωMk(Γ′) and
M(Γ) = ∪{M(Γ′) : Γ′ ∈ FP(Γ)}.

Definition 6. Let Γ′ = {Γj}i∈ω ∈ FP(Γ) and t :≤n k → ∪n−1
j=0 C(Γj) such

that ∀j ∈ n∀a ∈ j+1k t(a) ∈ C(Γj). Then t induces a tree T = {T (a)}a∈≤nk

where T (a) = (T (b), t(a)) whenever a = (b, i), i ∈ k and T (a) ≤T T (b) iff
a � |b| = b. Let Tk(Γ′) be the set of all trees induced by some t as above,
T (Γ′) = ∪k∈ωTk(Γ′) and T (Γ) = {T (Γ′) : Γ′ ∈ FP(Γ)}.

We use the convention that trees are denoted by a capital letter, while
the inducing function is denoted by the corresponding small letter, e.g. T
is induced by t. For T ∈ Tk(Γ′), maxT is the set of all maximal nodes of
T . Note that maxT ⊆ C(∪Γ′). If φ is a formula in the C(Γ)-language of
forcing, T a tree in Tk(Γ′), Γ′ ∈ FP(Γ) then T 
 φ if ∀t ∈ maxT (t 
 φ).
To emphasize that Γ′ is a partition of Γ, we write Mk(Γ,Γ′), Tk(Γ,Γ′), etc.

Definition 7. Let Γ′ = {Γj}j∈n ∈ FP(Γ), P = (pji ) ∈Mk(Γ′). Then ext(P )
is the set of all T ∈ Tk(Γ′) such that if T is induced by t :≤n k → ∪n−1

j=0 C(Γj)
then ∀j ∈ n∀a ∈ j+1k(t(a) ≤ pji ). The elements of ext(P ) are called trees of
extensions of P .
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Definition 8. A C(Γ)-name Ẋ for a pure condition is Γ′ symmetric, Γ′ ∈
FP(Γ), if ∀k ∈ ω∀P ∈Mk(Γ′)∀M ∈ ω∃T ∈ ext(P )∃x ∈ LM (T 
 “x̌ ≤ Ẋ”).
Also Ẋ is symmetric if ∀Γ′ ∈ FP(Γ) Ẋ is Γ′-symmetric.

Definition 9. A C(Γ)-name for a pure condition Ẋ is Γ′ symmetric below
p ∈ C(Γ), where Γ′ ∈ FP(Γ), if ∀k ∈ ω∀P ∈ Mk,p(Γ′)∀M ∈ ω ∃T ∈
ext(P )∃x ∈ LM (T 
 “x̌ ≤ Ẋ”). Also Ẋ is symmetric below p ∈ C(Γ) if
∀Γ′ ∈ FP(Γ) Ẋ is Γ′-symmetric below p.

Lemma 1. Let Γ ∈ [ω2]ω, φ a formula in the C(Γ)-language of forcing such
that ∀Γ′ ∈ FP(Γ)∀k ∈ ω∀P ∈ Mk(Γ′)∀M ∈ ω∃T ∈ exp(P )∃x ∈ LM such
that φ(T, x). Then there is a C(Γ)-symmetric name Ẋ for a pure condition
such that ∀Γ′ ∈ FP(Γ)∀k ∈ ω∀P ∈ Mk(Γ′)∀M ∈ ω∃T ∈ exp(P )∃x ∈ LM
for which φ(T, x) holds and T 
 “x̌ ∈ Ẋ”.

Proof. Let {Γn}n∈ω enumerate all finite ordered partitions of Γ, for every
n ∈ ω let {Pn,m}m∈ω enumerate M(Γn) and let τ : ω → ω × ω such that
∀(n,m) ∈ ω × ω|τ−1(n,m)| = ω. Now for every i ∈ ω let Pi = Pτ(i). Then
{Pi}i∈ω is an enumeration of M(Γ) such that each matrix Pn,m appears
cofinally often. Let i ∈ ω, Pi = Pn,m for some n,m. By hypothesis there is
Ti ∈ T (Γn) extending Pi and xi ∈ Li such that φ(Ti, xi). Let Ai = {ais}s∈ω
be a maximal antichain in C(Γ)−C(Γ)+({t}t∈maxTi) such that ∀s ∈ ω∃xis ∈
Li(φ(ais, xis)). Let Ẋ = ∪i∈ω({〈x̌i, t〉 : t ∈ maxTi} ∪ {〈x̌is, ais〉}s∈ω). �

Remark 1. Whenever a name Ẋ is constructed by the method of Lemma 1,
we say that Ẋ is obtained by diagonalization of M(Γ) with respect to φ(T, x).
If C is a countable centered family of symmetric names for pure conditions,
then there is a name Ẋ = 〈Ẋ(i) : i ∈ ω〉 such that ∀P ∈M(Γ)∀M ∈ ω∃T ∈
ext(P )∃x ∈ LM such that T 
 x̌ ∈ Ẋ, ∀m ∈ ωẊm = 〈Ẋ(i) : i ≥ m〉
is symmetric and 
 C ⊆ Q({Ẋm}m∈ω). Such names are called strongly
symmetric. Since all names constructed by diagonalization of M(Γ) are
strongly symmetric, for every C(Γ) symmetric name Ẋ there is a strongly
symmetric name Ẋ ′ such that 
 Ẋ ′ ≤ Ẋ.

Lemma 2. If Ẏ is C(Γ) symmetric below e, then there is a C(Γ) symmetric
name Y ∗e such that e 
 Y ∗e ≤ Ẏ .

Proof. Fix a maximal antichain E = {ei}i∈ω in C(Γ) such that e0 = e. For
every i ∈ ω let Φi be an isomorphism from C(Γ)+(ei) onto C(Γ)+(e0) such
that ∀γ ∈ Γ Φ′′i C({γ}) ⊆ C({γ}).

Let Γ′ = {Γj}j∈n ∈ FP(Γ), P ∈ Mk(Γ′), M ∈ ω. Then ∀i ∈ ω, pi =
∪j∈npji ∈ C(Γ) and so ∃s(i) such that pi 6⊥ es(i) with common extension qi.
Then ∀j ∈ n let qji = qi � Γj × ω. Thus PE = Q = (qji ) is a componentwise
extension of P . Then ∀i, j, q̂ji = Φs(i)(q

j
i ) = Φs(i)(qi � Γj × ω) = Φs(i)(qi) �

Γj × ω ≤ e0 � Γj × ω. Therefore Q̂ = (q̂ji ) is a matrix below e. Since Ẏ
is symmetric below e, ∃T̂ ∈ ext(Q̂)∃x ∈ LM such that T̂ 
 x̌ ≤ Ẏ . If
t̂ : ≤nk → ∪j∈nC(Γj) induces T̂ , define t : ≤nk → ∪j∈nC(Γj) as follows:
∀j ∈ n∀a ∈ j+1k, a = (b, i), i ∈ k let t(a) = Φ−1

s(i)(t̂(a)). Then since

t̂(a) ≤ Φs(i)(q
j
i ), we have t(a) ≤ qji . Thus if T is induced by t, then T ∈
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ext(PE) ⊆ ext(P ). Let I : ext(P̂E) → ext(PE), I(T̂ ) = T . Similarly define
J : ext(PE) → ext(T̂E) where if T is induced by t, then ∀j ∈ n∀a ∈ j+1k,
a = (b, i), i ∈ k let t̂(a) = Φs(i)(t(a)) and let J(T ) = T̂ be the tree induced
by t̂. Then ∀T ∈ ext(PE)(J ◦ I(T ) = T ) and ∀R ∈ ext(P̂E)(I ◦ J(R) = R).

The above construction did not depend on the choice of Γ′. Therefore
∀Γ′ ∈ FP(Γ)∀k ∈ ω∀P ∈ Mk(Γ′)∀M ∈ ω∃T ∈ ext(P )∃x ∈ LM such that
T̂ 
 x̌ ≤ Ẏ . To obtain Y ∗e diagonalize M(Γ) with respect to φ(T, x) where
φ(T, x) holds iff T̂ is defined and T̂ 
 x̌ ≤ Ẏ . If t ≤ e and 〈t, x̌〉 ∈ Y ∗e , then
t̂ = t 
 x̌ ≤ Ẏ . Therefore e 
 Y ∗e ≤ Ẏ . �

Lemma 3. Let G be a C(Γ)-generic filter, X ∈ [ω]ω∩V [G]. If ∀Γ′ ∈ FP(Γ)
X has a Γ′-symmetric name, then X has a symmetric name.

Proof. Proceed by the method of Lemma 1. At stage i of the construction
if Pi = Pm,n ∈ Mk(Γm) for some partition Γm, use the Γm symmetry of a
name for X to obtain Ti ∈ ext(Pi) and x ∈ Li such that Ti 
 x̌i ≤ Ẋ. �

3. An ultrafilter of symmetric names

Definition 10. Let Γ′ = {Γj}j∈n ∈ FP(Γ), φ : ≤nω1 → ∪j∈nΓj×ωω
such that ∀j ∈ n∀u ∈ j+1ω1(φ(u) ∈ Γj×ωω). Then φ induces a tree
Φ = {Φ(u)}u∈≤nω where Φ(u) = (Φ(v), φ(u)) where u = (v, i), i ∈ k and
Φ(u) ≤Φ Φ(v) if u � |v| = v. Let Φ(Γ′) be the set of all trees induced by
some injective φ : ≤nk → ∪j∈nΓj×ωω. Again, capital letters will denote trees
while the corresponding small letters will denote the inducing functions.

Consider Γ×ωω as the Tychonoff product of Γ copies of the Baire space ωω.
Then for every basic open neighborhood U of Γ×ωω, there is p ∈ C(Γ) such
that U = [p]Γ = {f ∈ Γ×ωω : f � dom(p) = p}. If Γ′ = {Γj}j∈n ∈ FP(Γ),
consider

∏n
j=0

Γj×ωω as a Tychonoff product of Γj×ωω. Then every basic
open neighborhood is of the form

∏n
j=0[pj ]Γj where p ∈ C(Γ), pj = p � Γj×ω.

Definition 11. Φ ∈ Φ({Γj}j∈n) is nowhere meager (denoted nwm), if ∀j ∈
n∀u ∈ jω1 {φ(u, α)}α∈ω1 is a nowhere meager subset of Γj×ωω.

Definition 12. An injective mapping ψ : ≤nk → ≤nω1 such that |ψ(a)| =
|a|, a ⊆ b→ ψ(a) ⊆ ψ(b) is called a tree embedding.

Lemma 4. Let n ≥ 2. For every ordered partition {Γj}j∈n, for every nwm
tree Φ ∈ Φ({Γj}j∈n−1) and every R : n−1ω1 × C(Γn−1)→ {0, 1} either (I)n
or (II)n holds, where:
(I)n ∃p = (pi) ∈ M1({Γj}j∈n) s.t. ∀k ∈ ω∀P = (pji ) ∈ Mk({Γj}j∈n−1)
below p � n − 1 there is a tree embedding ψ : ≤n−1k → ≤n−1ω1 such that
∀j ∈ n−1∀a ∈ j+1k if a = (b, i), i ∈ k, then φ◦ψ(a) ∈ [pji ]Γj and ∀a ∈ n−1k,
R(ψ(a), pn−1) = 1.
(II)n ∀k ∈ ω∀P = (pji ) ∈ Mk({Γj}j∈n−1) there is a tree embedding ψ :
≤n−1k → ≤n−1ω1 such that ∀j ∈ n − 1∀a ∈ j+1k if a = (b, i), i ∈ k, then
φ ◦ ψ(a) ∈ [pji ]Γj and ∀a ∈ n−1k∀p ∈ C(Γn−1) R(ψ(a), p) = 0.

Proof. The statement is proved by induction on n. Let n = 2, let {Γj}j∈2 be
a finite ordered partition, let Φ ∈ Φ(Γ0) be a nwm tree (that is {φ(α)}α∈ω1
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is a nwm subset of Γ0×ωω), R{0}ω1 × C(Γ1) → {0, 1}. If there is p ∈ C(Γ1)
such that Bp = {φ(α) : R(α, p) = 1} is not meager, then there is q ∈ C(Γ0)
such that Bp ∩ [q]Γ0 is everywhere non-meager. Let P = (pi) ∈ Mk(Γ0)
below q. Then ∀i ∈ k∃φ(αi) ∈ [pi]Γ0 ∩ Bp and so ∀i ∈ kR(αi, p) = 1. Take
ψ : k → ω1 where ψ(i) = αi. Then (I)2 holds with witness (q, p).

Assume the statement holds for some n ≥ 2. Let {Γj}j∈n+1 be a finite
ordered partition, Φ ∈ Φ({Γj}j∈n) nwm tree, R : nω1 × C(Γn) → {0, 1}.
Now, for every α ∈ ω1, let Φα ∈ T ({Γj}nj=1) be a nwm tree induced by
φα : ∪n−1

j=1
{1,...,j}ω1 → ∪n−1

j=1
Γj×ωω where φα(u) = φ(〈α, u〉) and let Rα :

{1,...,n}ω1 × C(Γn) → {0, 1} where Rα(u, p) = R(〈α, u〉, p). Then for every
α ∈ ω1, by the inductive hypothesis applied to {Γj}nj=1, Φα, Rα either
(I)n or (II)n holds. To specify the dependence on α, we say that (I)n,α or
(II)n,α holds. For completeness of notation we state explicitly (I)n,α and
(II)n,α. If (I)n,α holds with witness pα = (pαi )ni=1 ∈ M1({Γj}nj=1) then for
every k ∈ ω, every P = (pji )i∈k ∈ Mk({Γj}n−1

j=1 ) below (pαi )n−1
i=1 , there is a

tree embedding ψα : ∪n−1
j=1
{1,...,j}k → ∪n−1

j=1
{1,...,j}ω1 such that ∀a ∈ {1,...,j}k,

1 ≤ j ≤ n − 1, a = (b, i), i ∈ k, φα ◦ ψα ∈ [pji ]Γj and ∀a ∈ {1,...,n−1}k

Rα(ψα(a), pαn) = 1. If (II)n,α, then for all k ∈ ω, P = (pji ) ∈ Mk({Γj}n−1
j=1 )

there is a tree embedding ψα : ∪n−1
j=1
{1,...,j}k → ∪n−1

j=1
{1,...,j}ω1 such that

∀a ∈ {1,...,j}k, 1 ≤ j ≤ n − 1, a = (b, i), i ∈ k, φα ◦ ψα ∈ [pji ]Γj and
∀a ∈ {1,...,n−1}k∀p ∈ C(Γn) Rα(ψα(a), p) = 0.

If C0 = {φ(α) : (I)n,α} is non-meager in Γ0×ωω, then ∃C1 ⊆ C0 which is
non-meager and such that ∀φ(α) ∈ C1 (I)n,α holds with the same witness
(pi)ni=1 ∈ M1({Γj}nj=1). Since C1 is non-meager, ∃p0 ∈ C(Γ0) such that
C1 ∩ [p0]Γ0 is everywhere non-meager in [p0]Γ0 . It will be shown that (I)n+1

holds with witness (pi)ni=0. Let k ∈ ω and let P = (pji ) ∈ Mk({Γj}j∈n) be a
matrix below (pi)i∈n. Then ∀i ∈ k∃αi ∈ ω1φ(αi) ∈ [p0

i ]∩C1. Then ψ : ≤nk →
≤nω1 where ψ(〈i, a〉) = αa

i ψαi(a) is a tree embedding and ∀j ∈ n∀a ∈ j+1k,
a = (s, b, i), s, i ∈ k, φ ◦ ψ(a) = φ(αa

s ψαs(b, i)) = φαs ◦ ψαs(b, i) ∈ [pji ]Γj ,
as well as ∀a ∈ nk, a = (s, b), s ∈ k, R(ψ(a), pn) = R(αa

s ψαs(b), pn) =
Rαs(ψαs(b), pn) = 1. Otherwise C′0 = {φ(α)}α∈ω1\C0 = {φ(α) : (II)n,α}
is everywhere non-meager. Let k ∈ ω, P = (pji ) ∈ Mk({Γj}j∈n). Then
∀i ∈ k∃αi ∈ ω1φ(αi) ∈ C′0 ∩ [p0

i ]Γ0 . Then ψ : ≤nk → ≤nω1 where ψ(i, α) =
αa
i ψαi(a) (i ∈ k) is a tree embedding and ∀j ∈ n∀a ∈ j+1k, a = (s, b, i),
s, i ∈ k, φ ◦ ψ(a) = φ(αa

s ψαs(b, i)) = (φαs ◦ ψαs)(b, i) ∈ [pji ]Γj , as well as
∀a ∈ nk, a = (s, b) (s ∈ k) ∀p ∈ C(Γn), R(ψ(a), p) = R(αsaψαs(b), p) =
Rαs(ψαs(b), p) = 0. �

In the following M denotes a countable transitive model of sufficiently
large portion of ZFC.

Definition 13. A tree Φ ∈ Φ(Γ′) is Cohen generic over M, if ∀j ∈ n∀u ∈
j+1ω1 where u = (v, α), α ∈ ω1, φ(u) is C(Γj)-generic over M[Φ(v)] (thus
φ(u) is a Γj-sequence of Cohen generic reals). Whenever the tree Φ is clear
from context we will write M[u] for M[Φ(u)].
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Lemma 5. Let Γ′ ∈ FP(Γ), Ẋ a Γ′-symmetric name for a pure condition,

 Ẋ = Ẏ ∪ Ż. Then ∀p ∈ C(Γ)∃q ≤ p such that Ẏ is Γ′-symmetric below q,
or Ż is Γ′ symmetric below q.

Proof. Suppose |Γ′| = 1, i.e. Γ′ = {Γ}. Note that Ẋ is {Γ}-symmetric
below p iff for every finite tuple (pi)i∈k ⊆ C(Γ)+(p) and every M ∈ ω,
there are (qi)i∈k, x ∈ LM such that ∀i ∈ k(qi ≤ pi) and qi 
 x̌ ≤ Ẋ. For
every p ∈ C(Γ) let hullp(Ẋ) = {x ∈ LM : ∃q ≤ p(q 
 x̌ ≤ Ẋ)}. Then Ẋ
is {Γ}-symmetric below p iff for every finite tuple (pi)i∈k ⊆ C(Γ)+(p) and
n ∈ ω, the set ∩i∈khullpi(Ẋ) meets Ln. Let p ∈ C(Γ) be a counterexample
to the claim of the Lemma. Since Ẏ is not {Γ}-symmetric below p, there
are a tuple (pi)i∈k ⊆ C(Γ)+(p) and m ∈ ω such that (∩pihull(Ẏ ))∩Lm = ∅.
For every i ∈ k there are a finite tuple (qij)j∈ni ⊆ C(Γ)+(pi) and mi ∈ ω
such that (∩j∈nihull(Ż)) ∩ Lmi = ∅. Consider {qij}i∈k,j∈ni

. Since Ẋ is
{Γ}-symmetric below p, for all i, j there are tij ≤ qij and x ∈ LM where
M > {m,maxi∈kmi} such that tij 
 x̌ ∈ Ẋ. Since 
 Ẋ = Ẏ ∪ Ż, for
every i, j there is a further extension rij ≤ tij such that rij 
 x̌ ∈ Ẏ or
rij 
 x̌ ∈ Ż. If ∃i ∈ k∀j ∈ ni(rij 
 x̌ ∈ Ż), we reach a contradiction since
x ∈ Lmi . Otherwise ∀i ∈ k∃ji ∈ ni(riji 
 x̌ ∈ Ẏ ). But riji ≤ pi and so
x ∈ ∩i∈khullpi(Ẏ ) which is a contradiction since x ∈ Lm.

Let |Γ′| ≥ 2, Γ′ = {Γj}j∈n, Φ ∈ Φ({Γj}j∈n−1) a nowhere meager tree of
Cohen generics over M. For u ∈ n−1ω1, p ∈ C(Γn−1) let E(u, p) = {x ∈
LM : M[u] � (∃q ≤ p)q 
 x̌ ∈ Ẋ[u]}. Then En−1 = {∩k,`i,jE(ui, pj) :
{ui}i∈k ⊆ n−1ω1, {pj}j∈` ⊆ C(Γn−1), k, ` ∈ ω} ⊆ [LM] is centered. Let
U ⊆ [LM] be such that En−1 ⊆ U and ∀X ∈ [LM ] either X ∈ U or ∃Y ∈
U(Y ∩ X /∈ [LM]). For u ∈ n−1ω1, p ∈ C(Γn−1) let D(u, p) = {x ∈ LM :
M[u] � p 
C(Γn−1) x̌ ∈ (Ẋc ∪ Ẏ )[u]} and for v ∈ n−2ω1, p ∈ C(Γn−1) let
B(v, p) = {φ(vaα) : D(vaα, p) ∈ U}. Let R : n−1ω1 × C(Γn−1) → {0, 1}
where R(u, p) = 1 if D(u, p) ∈ U and R(u, p) = 0 otherwise. By Lemma 4
(I)n or (II)n holds.

If (I)n holds with witness p = (pi)i∈n ∈ M1(Γ′), let P = (pji ) ∈ Mk(Γ′)
below p and M ∈ ω. Then there is a tree embedding ψ : ≤n−1k → ≤n−1ω1

such that ∀j ∈ n − 1∀a ∈ j+1k where a = (b, i), i ∈ k φ ◦ ψ(a) ∈ [pji ]Γj

and ∀a ∈ n−1k D(ψ(a), pn−1) ∈ U . Since ∀a ∈ n−1k E(ψ(a), pn−1
i ) ∈ U ,

also A = (
⋂
E(ψ(a), pn−1

i )∩ (
⋂
D(ψ(a), pn−1) ∈ U . Then ∃x ∈ LM ∩A and

so ∀a ∈ n−1k, M [ψ(a)] � (∃pa,i ≤ pn−1
i )pa,i 
 x̌ ∈ Ẋ[ψ(a)] and M[ψ(a)] �

pn−1 
 x̌ ∈ (Ẋc∪Ẏ )[ψ(a)]. Then since ∀i(pn−1
i ≤ pn−1) we obtain that for all

a ∈ n−1k M [ψ(a)] � pa,i 
 “x̌ ∈ Ẋ[ψ(a)] and x̌ ∈ (Ẋc∪Ẏ )[ψ(a)]”. Therefore
M [ψ(a)] � pa,i 
 x̌ ∈ Ẏ [ψ(a)]. In finitely many steps obtain T ∈ ext(P )(T 

“x̌ ∈ Ẏ )”. Otherwise (II)n holds. Let k ∈ ω, P = (pji ) ∈ Mk(Γ′), M ∈ ω.
Then there is a tree embedding ψ : ≤n−1k → ≤n−1ω1 such that ∀j ∈ n∀a ∈
j+1k where a = (b, i), i ∈ k, φ ◦ ψ(a) ∈ [pji ]Γj and ∀a ∈ n−1k∀p ∈ C(Γn−1)
D(ψ(a), p) /∈ U . Then ∃x ∈ LM such that x /∈ ∪a∈n−1k,i∈kD(ψ(a), pn−1

i )
and so ∀a ∈ n−1k M[ψ(a)] � pn−1

i 6
 “x̌ ∈ Ẋc[ψ(a)] ∪ Ẏ [ψ(a)]”. Therefore
∀a∃pa,i ≤ pn−1

i such that M[ψ(a)] � pa,i 
 “x̌ ∈ Ż[ψ(a)]”. In finitely many
steps obtain T ∈ ext(P )(T 
 “x̌ ∈ Ż”). �



8 VERA FISCHER AND JURIS STEPRĀNS

Lemma 6. If Ẋ is a C(Γ) symmetric name for a pure condition, Ȧ is a
name for an infinite subset of ω, then there is a C(Γ)-symmetric name Ẏ
such that Ẏ ≤ Ẋ and ∀i ∈ ω 
 int(Ẏ (i)) ⊆ Ȧ or int(Ẏ (i)) ⊆ Ȧc.

Proof. Diagonalize M(Γ) with respect to φ(T, x) where φ(T, x) holds iff ∀t ∈
maxT t 
 “x̌ ≤ Ẋ, int(x) ⊆ Ȧ” or t 
 “x̌ ≤ Ẋ, int(x) ⊆ Ȧc”. �

Lemma 7. Let Ẋ be a C(Γ)-symmetric name for a pure condition, Ȧ a
C(Γ)-name for a set of integers, G a C(Γ)-generic filter. Then in V [G]
there is a pure condition X∗ with a symmetric name which extends Ẋ[G]
and such that int(X∗) ⊆ Ȧ[G] or int(X∗) ⊆ Ȧc[G].

Proof. Passing to a name for an extension if necessary, by Lemma 6 we can
assume that ∀P ∈M(Γ)∀M ∈ ω∃T ∈ ext(P )∃x ∈ LM such that T 
 x̌ ∈ Ẋ
and for all i, 
 “int(Ẋ(i)) ⊆ Ȧ or int(Ẋ(i)) ⊆ Ȧc”. Then there are C(Γ)-
names Ẏ , Ż such that 
 Ẏ = 〈Ẋ(i) : int(Ẋ(i) ⊆ Ȧ〉 and 
 Ż = 〈Ẋ(i) :
int(Ẋ(i) ⊆ Ȧc〉. By Lemma 5 ∀Γ′ ∈ FP(Γ)∀p ∈ C(Γ)∃q ≤ p such that Ẏ is
Γ′ symmetric below p, or Ż is Γ′-symmetric below p. For every Γ′ ∈ FP(Γ)
let E(Γ′) be a maximal antichain in C(Γ) such that ∀e ∈ E(Γ′) either there
is no t ≤ e such that Ẏ is Γ′-symmetric below t and Ż is Γ′-symmetric below
e, or Ẏ is Γ′-symmetric below e. For every Γ′ let {e(Γ′)} = G ∩ E(Γ′). If
∀Γ′ ∈ FP(Γ), Ẏ is Γ′-symmetric below e(Γ′), then by Lemmas 2 and 3,
Ẏ [G] has a symmetric name. Otherwise there is Γ′ such that ∀t ≤ e(Γ′) Ẏ is
not Γ′-symmetric below t and so by the choice of E(Γ′), Ż is Γ′-symmetric
below e(Γ′). Let Γ′′ ∈ FP(Γ) be distinct from Γ′ and Γ0 ∈ FP(Γ) such that
∀D ∈ Γ0 either D ∈ Γ′ or D ∈ Γ′′. If Ẏ is Γ0-symmetric below e(Γ0), then
Ẏ is Γ′-symmetric below t, where t ∈ G is a common extension of e(Γ0) and
e(Γ′) which is a contradiction. Then Ż[G] has a symmetric name. �

4. Unboundedness

Definition 14. Let Γ ∈ [ω2]ω, Γ′ = {Γj}j∈n a finite ordered partition of Γ,
k ∈ ω. Let {Γa : a ∈ ≤nk} be a family of pairwise disjoint sets of ordinals
such that ∀j ≤ n∀a ∈ jk Γa ∼= Γj−1 with an isomorphism ia such that
a <lex b→ sup Γa < min Γb. Let Γ̃ = ∪{Γa : a ∈ ≤nk}. Then C(Γ̃) is said to
be a Cohen tree defined by Γ, Γ′ and k. For every a ∈ nk and C(Γ̃)-generic
filter G, let Ga = G ∩

∏
i∈n C(Γa|i).

Lemma 8. Let Ẋ be a C(Γ)-symmetric name for a pure condition, Γ ∈
[ω2]ω, Γ′ = {Γj}j∈n ∈ FP(Γ), k ∈ ω, Γ̃ a Cohen tree defined by Γ, Γ′,
k ∈ ω, A ∈ [ω]ω ∩ V and G a C(Γ̃)-generic filter. Then in V [G] there is
a pure condition X̃ with strongly C(Γ̃)-symmetric name such that ∀a ∈ nk

X̃ ≤ Ẋ[Ga] and int(X̃) ⊆ A or int(X̃) ⊆ Ac.

Proof. For every a ∈ nk let Γa = ∪j∈nΓa|j and Ia : Γa ∼= Γ where Ia �

Γa|j = ia|j . If Γ̃′ ∈ FP(Γ̃) P ∈ M(Γ̃, Γ̃′) and M ∈ ω, then there is a tree
of extensions T ∈ ext(P ) in T (Γ̃, Γ̃′) and x ∈ LM such that ∀t ∈ maxT
t � Γa 
 x̌ ≤ Ia(Ẋ), and int(x) ⊆ A or int(x) ⊆ Ac (for such T, x we will
say that φ(T, x) holds). Diagonalizing M(Γ̃) obtain a C(Γ̃)-symmetric name
X̃ such that ∀P ∈ M(Γ̃)∀M ∈ ω there are T ∈ ext(P ), x ∈ LM such that
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φ(T, x) and T 
 x̌ ∈ X̃. Repeating the proof of Lemma 7 one can show that
if Ỹ , Z̃ are C(Γ̃)-names such that 
 Ỹ = 〈X̃(i) : int(X̃(i)) ⊆ Ǎ〉, 
 Z̃ =
〈X̃(i) : int(X̃(i)) ⊆ Ǎc〉, then Ỹ [G] or Z̃[G] has a symmetric name. �

The following sufficient condition for an induced logarithmic measure to
take arbitrarily high values can be found in [1]

Lemma 9. Let P ⊆ [ω]<ω be an upwards closed family and let h be the
logarithmic measure induced by P . Then if ∀n ∈ ω and every partition
ω = A0 ∪ · · · ∪ An−1, ∃j ∈ n such that Aj contains a positive set, then
∀k ∈ ω∀n ∈ ω and partition ω = A0 ∪ · · · ∪ An−1, ∃j ∈ n such that Aj
contains a set of h measure greater or equal k.

Definition 15. A C(Γ) ∗ Q(C)-name for a real ḟ , where C is a centered
family of C(Γ)-symmetric names for pure conditions is good, if for every
centered family C ′ of C(ω2)-symmetric names for pure conditions, ḟ is a
C(ω2) ∗ Q(C ′)-name for a real. For every i ∈ ω, let Ai(ḟ) be a maximal
antichain in C(Γ) ∗Q(C) of conditions deciding ḟ(i).

Lemma 10. Let Ẋ = 〈Ẋ(i)〉i∈ω be a strongly symmetric C(Γ)-name, P ∈
M(Γ,Γ′), ḟ a good C(Γ) ∗ Q(C)-name for a real, where C = {Ẋm}m∈ω,
Ẋm = 〈Ẋ(i)〉i≥m. Then the logarithmic measure induced by the family
Pk(Ẋ, ḟ(i), P ) of all x ∈ [ω]<ω such that there is a tree of extensions T
of P which has the property that for every a ∈ nk

(1) T (a) 
 (x̌ ⊆ int(Ẋ) ∧ (∃l ∈ ω(x ∩ int(X(l)) is Ẋ(l) -positive))
(2) ∃N ∈ ω∀v ⊆ k∃wav ⊆ x∃Ava ∈ Ai(ḟ)(T (a), (v ∪ wav , ẊN )) ≤ Ava

takes arbitrarily high values. T is said to witness that x ∈ Pk(Ẋ, ḟ , P ).

Proof. Let Γ̃ be a Cohen tree on Γ, Γ′, k. Let G be C(Γ̃)-symmetric and
ω = A0∪· · ·∪AM−1 a finite partition of ω. Then by Lemma 8, there is a pure
condition with a C(Γ̃)-symmetric name X̃ such that ∀a ∈ nk X̃[G] ≤ Ẋ[Ga]
and for some j0 ∈M int(X̃[G]) ⊆ Aj0 . Then in particular C̃ = {X̃m[G]}m∈ω
where X̃m = 〈X̃(i) : i ≥ m〉 extends all of Ca = {Xm[Ga]}m∈ω, a ∈ nk.

Let v ⊆ k, a ∈ nk. Since ḟa = ḟ/Ga is Q(C̃)-name for a real, there is Ṙav
a C(Γ)-symmetric name for a pure condition, uav ⊆ w and qav ∈ Ga such
that Aav = (qav, (uav, Ṙav)) ∈ Ai(ḟ) such that (uav, Ṙav[Ga]) and (v, X̃[G])
are compatible with common extension (v ∪ wav, T̃ [G]). Since Ṙav belongs
to Q(C) there is Nav such that 
 Ṙav ≤ ẊNav . Then there is tav ∈ Ga

extending qav and pa such that (tav, (v ∪ wa, ẊNav)) ≤ Aav. In finitely
many steps find x ∈ [int(X̃)]<ω such that for all v ⊆ k, a ∈ nk there
are wav ⊆ x, Nav ∈ ω, tav ∈ Ga such that (tav, (v ∪ wav, ẊNav)) ≤ Aav
and such that for some ` ∈ ω, x ∩ int(X̃(`))[G] is X̃(`)-positive. Since
X̃[G] ≤ Ẋ[Ga] (for all a ∈ nk) we have x ⊆ int(Ẋ[Ga]) and furthermore
∀a ∈ nk∃`a ∈ ω such that x∩int(Ẋ(`a))[Ga] is a positive subset of Ẋ(`a)[Ga].
Then ∀a ∈ nk∃ra ∈ Ga extending pa and {tav}v⊆k such that ra 
 (x̌ ⊆
int(Ẋ) and x ∩ int(Ẋ(`a)) is Ẋ(`a)-positive). Furthermore for all v ⊆ k,
a ∈ nk we have (pa, (v ∪ wav, ẊNav)) ≤ Aav. Let N = maxa∈nk,v⊆kNav.
Then for all v ⊆ k, a ∈ nk, (ra, (v ∪ wav, ẊN )) ≤ Aav. From {ra}a∈nk one
can obtain a tree of extensions of the given matrix, the maximal nodes of



10 VERA FISCHER AND JURIS STEPRĀNS

which have the desired properties. By Lemma 9 and x ⊆ Aj0 , the induced
logarithmic measure takes arbitrarily high values. �

Corollary 1. Let Ẋ = 〈Ẋ(i)〉i∈ω be a strongly C(Γ)-symmetric name for
a pure condition, ḟ a good Q(C)-name for a real. Then there is a strongly
symmetric name Ẏ = 〈Ẏ (i) : i ∈ ω〉 for a pure condition such that ∀m ∈ ω,
Ẏm = 〈Ẏ (i) : i ≥ m〉 ≤ Ẋm and ∀i ∈ ω∀v ⊆ i∀p ∈ C(Γ)∀ and every
s ∈ [ω]<ω such that p 
 “š ⊆ Ẏ (i) is Ẏ (i)-positive” there are wv ⊆ s,
A ∈ Ai(ḟ) such that (p, (v ∪ wv, Ẏ )) ≤ A.

Proof. Proceed by the method of Lemma 1. At stage i of the construction
apply Lemma 10, to obtain Ti ∈ ext(Pi) and xi ∈ Li such that Ti witnesses
that xi ∈ Pi(Ẋi, ḟ(i), Pi). �

Lemma 11. Let C be a countable centered family of C(Γ)-symmetric names
for pure conditions, Γ ∈ [ω2]ω, ḟ a good C(Γ) ∗ Q(C)-name for a real, δ ∈
ω1\Γ, ḣ = ∪Ġδ, where Ġδ is the canonical name for the C({δ})-generic
filter. Then ∃C ′ countable centered family of C(Γ ∪ {δ})-symmetric names
for pure conditions extending C such that ∀C ′′ of C(ω2)-symmetric names
extending C ′, 
C(ω2)∗Q(C′′) “ḣ 6≤∗ ḟ”.

Proof. By Corollary 1, we can assume that C = {Ẏm}m∈ω where Ẏm =
〈Ẏ (i) : i ≥ m〉, Ẏ = Ẏ0 has the property that ∀i ∈ ω∀v ⊆ i∀p ∈ C(Γ)
and s ∈ [ω]<ω such that p 
 “š ⊆ Ẏ (i) is Ẏ (i)-positive” there are wv ⊆ s

and A ∈ Ai(ḟ) such that (p, (v ∪ wv, Ẏ )) ≤ A. Let ġ be a C(Γ)-name for
a function in ωω such that ∀p ∈ C(Γ)∀i ∈ ω, p 
 ġ(i) = ǩ if and only if
k is maximal such that there are v ⊆ i, w ∈ [ω]<ω, A ∈ Ai(ḟ) such that
p 
 “w̌ ⊆ Ẏ (i)”, (p, (v ∪ w, Ẏ )) ≤ A and A 
 “ḟ(i) = ǩ”. Let J̇ be a
C(Γ ∪ {δ})-name such that 
 J̇ = 〈i : ġ(i) < ḣ(i)〉 and ∀m ∈ ω, let Żm be a
C(Γ ∪ {δ})-name such that 
 Żm = 〈Ẏ (i) : i > m and i ∈ J̇〉.

Claim. For all m ∈ ω the name Żm is C(Γ ∪ {δ})-symmetric.

Proof. Let P = (pji ) ∈ Mk(Γ ∪ {δ}, {Γj}j∈n+1), M ∈ ω be given. Without
loss of generality Γn = {δ}. Then Q = (pji )i∈k,j∈n ∈ Mk(Γ, {Γj}j∈n). Pick
` ∈ ω, such that ` > m and ` > max{s : dom(δ, s) ∈ pni , i ∈ k}. By the
properties of Ẏ there is T ∈ ext(Q), x ∈ L` such that T 
 x̌ = Ẏ (`). Suc-
cessively on the lexicographic order on {a}a∈nk extend the maximal nodes
{T (a)}a∈nk of T , to a tree T ′ ∈ ext(Q) consisting of Cohen conditions in
C(Γ) such that ∀a ∈ nk∃ka ∈ ωT ′(a) 
 ġ(`) = ǩa. Let L > max{ka}a∈nk

and ∀i ∈ k let qni = pni ∪ {〈〈δ, `〉, Ľ〉}. If T ′ is induced by t′ : ≤nk →
∪j∈nC(Γj), then r : ≤n+1k → ∪j∈n+1C(Γj) where ∀a ∈ ≤nk r(a) = t′(a) and
∀a ∈ n+1k, a = (b, i), i ∈ k r(a) = qni induces a tree R ∈ ext(P ) such that
R 
 ġ(`) < ḣ(`) ∧ x̌ = Ẏ (`). That is R 
 ˇ̀∈ J̇ ∧ Ẏ (`) = x̌. Since ` > m,
R 
 x̌ ≤ Żm and so Żm is symmetric. �

Let C ′ = {Żm}m∈ω, Ż = Ż0 and let C ′′ be a centered family of C(ω2)-
symmetric names extending C ′. It is sufficient to show that ∀a ∈ [ω]<ω,
∀k ∈ ω, 
C(ω2) “(a, Ż) 
Q(C′′) “∃i > k(ḟ(i) < ḣ(i)”” since 
C(ω2) “{(a, Ż) :
a ∈ [ω]<ω} is predense in Q(C ′′)”. Let a ∈ [ω]<ω, k ∈ ω and (p, (b, Ṙ)) ∈
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C(ω2) ∗ Q(C ′′) such that p 
 “(b, Ṙ) ≤ (a, Ż)”. Then p 
 b\a ⊆ int(Ż)
and p 
 Ṙ ≤ Ż. By definition of the extension relation there are ` > k
such that b ⊆ `, s ∈ [ω]<ω and p̄ ≤ p such that p̄ 
 “ˇ̀ ∈ J̇ and š =
int(Ṙ) ∩ int(Ż(`)) is Ż(`)- positive”. By definition of Ż(`) there is w ⊆ s

and A ∈ A`(ḟ) such that (p̄, (b ∪ w, Ẏ )) ≤ A and so (p̄, (b ∪ w, Ż)) ≤ A as
well as (p̄, (b∪w,R)) ≤ A. Note that p̄ 
 w̌ ⊆ int(Ṙ) and so (p̄, (b∪w,R)) ≤
(p, (b, Ṙ)). Furthermore (p̄, (b ∪ w, Ṙ)) 
 “ḟ(`) ≤ ġ(`) < ḣ(`)”. �

5. Countably closed and ℵ2-c.c.

Definition 16. Let P be the partial order of all pairs p = (Γp, Cp) where
Γ is a countable subset of ω2, Cp is a countable centered family of C(Γp)-
symmetric names for pure conditions with extension relation p ≤ q if Γq ⊆ Γp
and 
C(Γp) Cq ⊆ Q(Cp).

The partial order P has the ℵ2-chain condition. Indeed, consider a model
of CH and a subset {pi : i ∈ I} of P of size ℵ2, I ⊆ ω2. By the Delta System
Lemma there is J ⊆ I, |J | = ℵ2 such that {Γi : i ∈ J} form a delta system
with root ∆ where ∀i ∈ I(Γi = Γpi). Furthermore J might be chosen so that
for all i < j in J there is an isomorphism αij : Γi ∼= Γj , such that αij � ∆
is the identity and Cj = Cpj = {αij(Ẋ) : Ẋ ∈ Cpi}. Suppose we have the
proof of Lemma 12 below and let Γ = Γi, Θ = Γj for some i < j from J ,
and αij = i. Let Ω = Γ ∪ Θ, C = Ci ∪ Cj ∪ {X̃X}X∈Ci where for every
X ∈ Ci, X̃X is the C(Ω) symmetric name for a common extension of Ẋ and
i(Ẋ) constructed in Lemma 12. Suppose Ṙ ∈ Ci, Ẏ ∈ Cj . Then Ẏ = i(Ż)
for some Ż ∈ Ci. However Ci is centered, so there is Ẋ ∈ Ci which is a
common extension of Ṙ and Ż. Then X̃X is a common extension of Ṙ and
Ẏ . This implies that C is a centered family of C(Ω) symmetric names for
pure conditions and so p = (Ω, C) is a common extension of pi, pj . Thus it is
sufficient to obtain Lemma 12. Note that this a particular case of Lemma 8.

Lemma 12. Let Γ,Θ be countable subsets of ω2, ∆ = Γ ∩ Θ such that
sup ∆ < min Γ\∆ ≤ sup Γ\∆ < min Θ\∆ and let i : Γ ∼= Θ be an isomor-
phism such that i � ∆ = id. If Ẋ is a C(Γ) symmetric name for a pure
condition, then there is a C(Ω) symmetric name X̃ for a pure condition
such that 
C(Ω) X̃ ≤ Ẋ ∧ X̃ ≤ i(Ẋ).

Proof. Let Ω′ ∈ FP(Ω). We can assume that Ω′ = ∆′ ∪ Γ′ ∪ Θ′ where
∆′ ∈ FP(∆), Γ′ ∈ FP(Γ − ∆), Θ′ ∈ FP(Θ − ∆). We can also assume
that ∆′ = {Γi}j∈n, Γ′ = {Γj}j∈[n,2n), Θ′ = {Γj}j∈[2n,3n) and also that
∀j ∈ [n, 2n)i(Γj) = Γj+n. Let P ∈ Mk(Ω,Ω′). Thus P = (pji )j∈3n,i∈k.
From P obtain a matrix R ∈ M2k(Γ,∆′ ∪ Γ′) as follows: if (i, j) ∈ k × 2n
let rji = pji , if (i, j) ∈ [k, 2k) × n let rji = ∅ and for (i, j) ∈ k × [n, 2n)
let rji+k = i−1(pj+ni ). By symmetry of Ẋ there is x ∈ LM and a tree of
extensions T = {T (a) : a in ≤2n2k} of R such that T 
 x̌ ≤ Ẋ. Having
T obtain a tree of extensions T ′ = {T ′(a) : a in ≤3nk} of P as follows. If
a ∈ ≤2nk let T ′(a) = T (a). If a ∈ 2n+mk where 1 ≤ m ≤ n let T ′(a) = T (a) �
2n∪ i(T (c)) where c = (a � n)ab and b = 〈a(j) + k : j ∈ [2n, 2n+m)〉. That
is T (c) � n = T (a) � n and since id � ∆ = id, T (a) � n = i(T (c)) � n. Note



12 VERA FISCHER AND JURIS STEPRĀNS

that i(T (c)) � [n, 2n) ∈ M1×n(Θ\∆,Θ′). Then in particular the maximal
nodes of T ′ belong to M1×3n(Ω,Ω′) and force “x̌ ≤ Ẋ ∧ x̌ ≤ i(Ẋ)”

To obtain X̃, diagonalize M(Ω) with respect to φ(T, x) where φ(T, x)
holds iff T ∈ T (Ω), x ∈ LM and T 
C(Ω) x̌ ≤ Ẋ ∧ x̌ ≤ i(Ẋ). �

The partial order P is countably closed and adds a centered family of
C(ω2)-symmetric names for pure conditions CH = ∪{Cp : p ∈ H} where
H is P-generic. By Lemma 7, forcing with Q(CH) over V P×C(ω2) adds a
real not split by V C(ω2) ∩ [ω]ω = V C(ω2)×P ∩ [ω]ω. By Lemma 11 any family
of ω1 Cohen reals remains unbounded in V (C(ω2)×P)∗Q(CḢ) where Ḣ is the
canonical name P name for the generic filter.

Theorem 1. [CH] There is a countably closed, ℵ2-cc forcing notion P such
that in V1 = V C(ω2)×P there is a σ-centered poset Q which preserves the
unboundedness of every family of ω1 Cohen reals and adds a real not split
by V1 ∩ [ω]ω.
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